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Introduction
Welcome to CompTIA Security+ SY0-701 Exam Cram. This book helps you get 
ready to take and pass the CompTIA Security+ SY0-701 exam.

This book is designed to remind you of everything you need to know to pass 
the SY0-701 certification exam. Each chapter includes a number of practice 
questions that should give you a reasonably accurate assessment of your  
knowledge, and, yes, we’ve provided the answers and their explanations for 
these questions. Read this book, understand the material, and you’ll stand a 
very good chance of passing the real test.

Exam Cram books help you understand the subjects and materials you need 
to know to pass CompTIA certification exams. Exam Cram books are aimed 
strictly at test preparation and review. They do not teach you everything you 
need to know about a subject. Instead, the authors streamline and highlight the 
pertinent information by presenting and dissecting the  
questions and problems they’ve discovered that you’re likely to encounter on a 
CompTIA test.

We strongly recommend that you spend some time installing and working 
with security tools and experimenting with the many network and security-
related resources provided with the various operating systems. The Security+ 
exam focuses on such activities and the knowledge and skills they can provide 
you. Nothing beats hands-on experience and familiarity when it comes to 
understanding the questions you’re likely to encounter on a certification test. 
Book learning is essential, but without a doubt, hands-on experience is the best 
teacher of all!

Let’s begin by looking at preparation for the exam.

How to Prepare for the Exam
This text follows the official exam objectives closely to help ensure your  
success. The CompTIA exam covers five domains and 28 objectives. This  
book is divided into five parts and 28 chapters, aligning with those domains 
and objectives. The official objectives from CompTIA can be found at  
https://www.comptia.org/training/resources/exam-objectives.

As you examine the numerous exam topics now covered in Security+, resist the 
urge to panic! This book you are reading will provide you with the knowledge 

https://www.comptia.org/training/resources/exam-objectives
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(and confidence) you need to succeed. You just need to make sure you read it 
and follow the guidance it provides throughout your Security+ journey.

Practice Tests
This book is filled with practice exam questions to get you ready! Cram quiz-
zes end each chapter, and each question also includes a complete explanation.

In addition, the book includes two additional full practice tests in the Pearson 
Test Prep software, available to you either online or as an offline Windows 
application. To access the practice exams developed with this book, see the 
instructions in the “Pearson Test Prep Practice Test Software” section.

In case you are interested in more practice exams than are provided with this 
book, Pearson IT Certification publishes a Premium Edition eBook and Prac-
tice Test product. In addition to providing, you with two eBook files (EPUB 
and PDF), this product provides you with two additional exams’ worth of  
questions. The Premium Edition version also offers you a link to the  
specific section in the book that presents an overview of the topic covered in 
the question, allowing you to easily refresh your knowledge. Learn more at 
www.pearsonitcertification.com.

Taking a Certification Exam
After you prepare for your exam, you need to register with a testing center. 
You can take this exam either virtually at home or at a testing center. Make 
sure you select the option that best suits you. At the time of writing, the cost 
to take the Security+ exam is US$404 for individuals. Students in the United 
States are eligible for a significant discount. In addition, check with your 
employer, as many workplaces provide reimbursement programs for certifica-
tion exams. For more information about these discounts, you can contact a 
local CompTIA sales representative, who can answer any questions you might 
have. If you don’t pass, you can take the exam again for the same cost as the 
first attempt until you pass. The test is administered by Pearson VUE testing 
centers, with locations globally. In addition, the CompTIA Security+ certifica-
tion is a requirement for many within the U.S. military, and testing centers are 
available on some military bases.

You will have 90 minutes to complete the exam. The exam consists of a maxi-
mum of 90 questions. If you have prepared, you should find that this is plenty 
of time to properly pace yourself and review the exam before submission.

http://www.pearsonitcertification.com
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Arriving at the Exam Location
If you do select to take the exam at an exam location, here is what you should 
know: As with any other examination, arrive at the testing center early (at least 
15 minutes). Be prepared! You need to bring two forms of identification (one 
with a picture). The testing center staff requires proof that you are who you 
say you are and that someone else is not taking the test for you. Arrive early, 
because if you are late, you will be barred from entry and will not receive a 
refund for the cost of the exam. 

You’ll be spending a lot of time in the exam room. Plan on using the full 90 minutes 
allotted for your exam and surveys. Policies differ from location to location regarding 
bathroom breaks, so check with the testing center before beginning the exam.

ExamAlert

In the Testing Center
You will not be allowed to take into the examination room study materials or 
anything else that could raise suspicion that you’re cheating. This includes 
practice test material, books, exam prep guides, and other test aids. The testing 
center will provide you with scratch paper and a pen or pencil. These days, this 
often comes in the form of an erasable whiteboard.

Examination results are available immediately after you finish the exam. After 
submitting the exam, you will be notified as to whether you have passed or 
failed. We trust that if you are reading this book, you will pass. The test  
administrator will also provide you with a printout of your results.
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About This Book
The ideal reader for an Exam Cram book is someone seeking certification. 
However, it should be noted that an Exam Cram book is a very easily readable, 
rapid presentation of facts. Therefore, an Exam Cram book is also extremely 
useful as a quick reference manual.

The book is designed so that you can either read it cover to cover or jump 
across chapters, as needed. Because the book chapters align with the exam 
objectives, some chapters may have slight overlap on topics. Where required, 
references to the other chapters are provided for you. If you need to brush up 
on a topic or if you have to bone up for a second try at the exam, you can use 
the index, table of contents, or Table I.1 to go straight to the topics and  
questions you need to study. Beyond helping you prepare for the test, we think 
you’ll find this book useful as a tightly focused reference on some of the most 
important aspects of the Security+ certification.

This book includes other helpful elements in addition to the actual logical, 
step-by-step learning progression of the chapters. Exam Cram books use  
elements such as ExamAlerts, notes, and practice questions to make informa-
tion easier to read and absorb. This text also includes a Glossary to assist you. 

Reading this book from start to finish is not necessary; it is set up so that you can 
quickly jump back and forth to find sections you need to study.

Note

Use the Cram Sheet to remember last-minute facts immediately before the 
exam. Use the practice questions to test your knowledge. You can always brush 
up on specific topics in detail by referring to the table of contents and the 
index. Even after you achieve certification, you can use this book as a rapid-
access reference manual.

Exam Objectives
Table I.1 lists the skills the SY0-701 exam measures and the chapter in which 
each objective is discussed.

Introduction
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TABLE I.1 CompTIA Security+ SY0-701 Exam Domains and Objectives

Exam Domain Objective Chapter in Book 
that Covers It

1.0 General Security 
Concepts

1.1 Compare and contrast various 
types of security controls.

Chapter 1

1.0 General Security 
Concepts

1.2 Summarize fundamental security 
concepts.

Chapter 2

1.0 General Security 
Concepts

1.3 Explain the importance of change 
management processes and the 
impact to security.

Chapter 3

1.0 General Security 
Concepts

1.4 Explain the importance of using 
appropriate cryptographic solutions.

Chapter 4

2.0 Threats, 
Vulnerabilities, and 
Mitigations

2.1 Compare and contrast common 
threat actors and motivations.

Chapter 5

2.0 Threats, 
Vulnerabilities, and 
Mitigations

2.2 Explain common threat vectors 
and attack surfaces.

Chapter 6

2.0 Threats, 
Vulnerabilities, and 
Mitigations

2.3 Explain various types of 
vulnerabilities.

Chapter 7

2.0 Threats, 
Vulnerabilities, and 
Mitigations

2.4 Given a scenario, analyze 
indicators of malicious activity.

Chapter 8

2.0 Threats, 
Vulnerabilities, and 
Mitigations

2.5 Explain the purpose of mitigation 
techniques used to secure the 
enterprise.

Chapter 9

3.0 Security 
Architecture

3.1 Compare and contrast security 
implications of different architecture 
models.

Chapter 10

3.0 Security 
Architecture

3.2 Given a scenario, apply security 
principles to secure enterprise 
infrastructure.

Chapter 11

3.0 Security 
Architecture

3.3 Compare and contrast concepts 
and strategies to protect data.

Chapter 12

3.0 Security 
Architecture

3.4 Explain the importance of 
resilience and recovery in security 
architecture.

Chapter 13

4.0 Security 
Operations

4.1 Given a scenario, apply common 
security techniques to computing 
resources.

Chapter 14

4.0 Security 
Operations

4.2 Explain the security implications of 
proper hardware, software, and data 
asset management.

Chapter 15

4.0 Security 
Operations

4.3 Explain various activities 
associated with vulnerability 
management.

Chapter 16
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Exam Domain Objective Chapter in Book 
that Covers It

4.0 Security 
Operations

4.4 Explain security alerting and 
monitoring concepts and tools.

Chapter 17

4.0 Security 
Operations

4.5 Given a scenario, modify 
enterprise capabilities to enhance 
security.

Chapter 18

4.0 Security 
Operations

4.6 Given a scenario, implement 
and maintain identity and access 
management.

Chapter 19

4.0 Security 
Operations

4.7 Explain the importance of 
automation and orchestration related 
to secure operations.

Chapter 20

4.0 Security 
Operations

4.8 Explain appropriate incident 
response activities.

Chapter 21

4.0 Security 
Operations

4.9 Given a scenario, use data 
sources to support an investigation.

Chapter 22

5.0 Security Program 
Management and 
Oversight

5.1 Summarize elements of effective 
security governance.

Chapter 23

5.0 Security Program 
Management and 
Oversight

5.2 Explain elements of the risk 
management process.

Chapter 24

5.0 Security Program 
Management and 
Oversight

5.3 Explain the processes associated 
with third-party risk assessment and 
management.

Chapter 25

5.0 Security Program 
Management and 
Oversight

5.4 Summarize elements of effective 
security compliance.

Chapter 26

5.0 Security Program 
Management and 
Oversight

5.5 Explain types and purposes of 
audits and assessments.

Chapter 27

5.0 Security Program 
Management and 
Oversight

5.6 Given a scenario, implement 
security awareness practices.

Chapter 28

The Chapter Elements
Each Exam Cram book has chapters that follow a predefined structure. This 
structure makes Exam Cram books easy to read and provides a familiar format 
for all Exam Cram books. The following elements typically are used:

 ▶ Chapter topics

 ▶ Essential Terms and Components

 ▶ Cram Quizzes

Introduction
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 ▶ ExamAlerts

 ▶ Notes

 ▶ Available exam preparation software practice questions and answers 

Bulleted lists, numbered lists, tables, and graphics are also used where appropriate. 
A picture can paint a thousand words sometimes, and tables can help to associate 
different elements with each other visually.

Note

Now let’s look at each of the elements in detail:

 ▶ Chapter topics: Each chapter contains details of all subject matter listed 
in the table of contents for that particular chapter. The objective of an 
Exam Cram book is to cover all the important facts without giving too 
much detail. When examples are required, they are included.

 ▶ Essential Terms and Components: The start of every chapter contains 
a list of terms and concepts you should understand. These are all defined 
in the book’s accompanying Glossary.

 ▶ Cram Quizzes: Each chapter concludes with multiple-choice questions 
to help ensure you have gained familiarity with the chapter content.

 ▶ ExamAlerts: ExamAlerts address exam-specific, exam-related informa-
tion. An ExamAlert addresses content that is particularly important, 
tricky, or likely to appear on the exam. An ExamAlert looks like this: 

Make sure you remember the different ways in which you can access a router 
remotely. Know which methods are secure and which are not.

ExamAlert

 ▶ Notes: Notes typically contain useful information that is not directly 
related to the topic currently under consideration. To avoid breaking up 
the flow of the text, they are set off from the regular text. 

This is a note.

Note
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Other Book Elements
Most of this Exam Cram book on Security+ follows the consistent chapter 
structure already described. However, there are various important elements 
that are not part of the standard chapter format. These elements apply to the 
entire book as a whole.

 ▶ Practice questions: Exam-preparation questions conclude each chapter.

 ▶ Answers and explanations for practice questions: These follow each 
practice question, providing answers and explanations to the questions.

 ▶ Glossary: The Glossary defines important terms used in this book.

 ▶ Cram Sheet: The Cram Sheet is a quick-reference guide to important 
facts and is useful for last-minute preparation. The Cram Sheet provides a 
simple summary of the facts that may be most difficult to remember.

 ▶ Companion website: The companion website for your book allows you 
to access several digital assets that come with your book, including the 
following:

 ▶ Pearson Test Prep software (both online and Windows desktop 
versions)

 ▶ Key Terms Flash Cards application

 ▶ A PDF version of the Cram Sheet

To access the book’s companion website, simply follow these steps:

 1. Register your book by going to PearsonITCertification.com/register 
and entering the ISBN 9780138225575.

 2. Respond to the challenge questions.

 3. Go to your account page and select the Registered Products tab.

 4. Click the Access Bonus Content link under the product listing.

Pearson Test Prep Practice Test 
Software
As noted previously, this book comes complete with the Pearson Test Prep 
practice test software. These practice tests are available to you either online 
or as an offline Windows application. To access the practice exams that were 
developed with this book, see the following instructions.

Introduction
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How to Access the Pearson Test Prep 
(PTP) App
You have two options for installing and using the Pearson Test Prep applica-
tion: a web app and a desktop app. To use the Pearson Test Prep application, 
start by finding the registration code that comes with the book. You can find 
the code in these ways:

 ▶ You can get your access code by registering the print ISBN 
(9780138225575) on pearsonitcertification.com/register. Make sure to use 
the print book ISBN regardless of whether you purchased an eBook or 
the print book. After you register the book, your access code will be  
populated on your account page under the Registered Products tab. 
Instructions for how to redeem the code are available on the book’s  
companion website by clicking the Access Bonus Content link.

 ▶ If you purchase the Premium Edition eBook and Practice Test directly 
from the Pearson IT Certification website, the code will be populated 
on your account page after purchase. Just log in at pearsonitcertification.
com, click Account to see details of your account, and click the Digital 
Purchases tab. 

After you register your book, your code can always be found in your account on the 
Registered Products tab.

Note

Once you have the access code, to find instructions about both the Pearson Test 
Prep web app and the desktop app, follow these steps:

 Step 1: Open this book’s companion website, as shown earlier in this  
Introduction, under the heading, “Other Book Elements.”

 Step 2: Click the Practice Test Software button.

 Step 3: Follow the instructions listed there for both installing the desktop app 
and using the web app.

Note that if you want to use the web app only at this point, just navigate to 
pearsontestprep.com, log in using the same credentials used to register your 
book or purchase the Premium Edition, and register this book’s practice tests 
using the registration code you just found. The process should take only a 
couple of minutes.

http://pearsonitcertification.com/register
http://pearsonitcertification.com
http://pearsonitcertification.com
http://pearsontestprep.com
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Customizing Your Exams
In the exam settings screen, you can choose to take exams in one of three 
modes:

 ▶ Study Mode

 ▶ Practice Exam Mode

 ▶ Flash Card Mode

Study Mode allows you to fully customize your exams and review answers as 
you are taking the exam. This is typically the mode you use first to assess your 
knowledge and identify information gaps. Practice Exam Mode locks certain 
customization options, as it presents a realistic exam experience. Use this mode 
when you are preparing to test your exam readiness. Flash Card Mode strips 
out the answers and presents you with only the question stem. This mode is 
great for late-stage preparation, when you really want to challenge yourself to 
provide answers without the benefit of seeing multiple-choice options. This 
mode will not provide the detailed score reports that the other two modes will, 
so it should not be used if you are trying to identify knowledge gaps.

In addition to these three modes, you can select the source of your questions. 
You can choose to take exams that cover all of the chapters, or you can narrow 
your selection to just a single chapter or the chapters that make up specific 
parts in the book. All chapters are selected by default. If you want to narrow 
your focus to individual chapters, simply deselect all the chapters and then 
select only those on which you wish to focus in the Objectives area.

You can also select the exam banks on which to focus. Each exam bank comes 
complete with an exam of targeted questions that cover topics in every chapter. 
The Cram Quizzes printed in the book are available to you and two additional 
exams of unique questions. You can have the test engine serve up exams from 
all banks or just from one individual bank by selecting the desired banks in the 
exam bank area.

There are several other customizations you can make to your exam from the 
exam settings screen, such as the time you are allowed for taking the exam, the 
number of questions served up, whether to randomize questions and answers, 
whether to show the number of correct answers for multiple-answer questions, 
and whether to serve up only specific types of questions. You can also create 
custom test banks by selecting only questions that you have marked or  
questions on which you have added notes.

Introduction
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Updating Your Exams
If you are using the online version of the Pearson Test Prep software, you 
should always have access to the latest version of the software as well as the 
exam data. If you are using the Windows desktop version, every time you 
launch the software, it will check to see if there are any updates to your exam 
data and automatically download any changes that were made since the last 
time you used the software. You must be connected to the Internet at the time 
you launch the software.

Sometimes, due to many factors, the exam data may not fully download when 
you activate an exam. If you find that figures or exhibits are missing, you may 
need to manually update your exams. To update a particular exam you have 
already activated and downloaded, simply select the Tools tab and click the 
Update Products button. Again, this is only an issue with the desktop  
Windows application.

If you wish to check for updates to the Pearson Test Prep exam engine  
software, Windows desktop version, simply select the Tools tab and click the 
Update Application button. This will ensure you are running the latest version 
of the software engine.

Contacting the Authors
Hopefully, this book provides you with the tools you need to pass the 
Security+ SY0-701 exam. Feedback is appreciated. You can follow and  
contact the authors on X (formerly known as Twitter) @martyweiss and  
@robshimonski.

Thank you for selecting our book; we have worked to apply the same concepts 
in this book that we have used in the hundreds of training classes we have 
taught. Spend your study time wisely and you, too, can achieve the Security+ 
designation. Good luck on the exam, although if you carefully work through 
this text, you will certainly minimize the amount of luck required!

Figure Credits
Figure 8.1: WannaCry

Figure 18.4: WatchGuard Technologies, Inc.

Figure 18.1, 18.2, 18.5-18.7, 19.1: Microsoft Corporation

Figure 19.2: Apple, Inc



CHAPTER 24

Risk Management

This chapter covers the following official Security+  
exam objective:

 ▶ 5.2 Explain elements of the risk management process.

Essential Terms and Components

 ▶ Risk identification

 ▶ Risk assessment

 ▶ Ad hoc

 ▶ Recurring

 ▶ One-time

 ▶ Continuous

 ▶ Risk analysis

 ▶ Qualitative

 ▶ Quantitative

 ▶ Single loss expectancy (SLE)

 ▶ Annualized loss expectancy (ALE)

 ▶ Annualized rate of occurrence (ARO)

 ▶ Risk register

 ▶ Key risk indicators

 ▶ Risk owners

 ▶ Risk thresholds

 ▶ Risk tolerance

 ▶ Risk appetite

 ▶ Expansionary

 ▶ Conservative

 ▶ Neutral

 ▶ Risk management strategies

 ▶ Risk reporting

 ▶ Business impact analysis

 ▶ Recovery time objective (RTO)
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 ▶ Recovery point objective (RPO)

 ▶ Mean time to repair (MTTR)

 ▶ Mean time to between failures (MTBF)

Risk Identification
Risk identification is the initial step in the risk management process, aimed 
at identifying potential threats and vulnerabilities that could adversely affect an 
organization. This ensures that the organization can proactively address risks 
through planning and implementation of security measures.

A threat can be thought of as the potential that a vulnerability will be identi-
fied and exploited. Analyzing threats can help an organization develop security 
policies and prioritize securing resources. Threat assessments are performed to 
determine the best approaches to securing the environment against a threat or 
class of threats. Threats might exist, but if an environment has no vulnerabili-
ties, it faces little or no risk. Likewise, little or no risk affects environments that 
have vulnerability without threat. Consider the simple analogy of a hurricane. 
Few would argue that a hurricane represents a threat. However, consider a 
home on the coast in Florida and a home inland in the Midwest. The former is 
certainly vulnerable to a hurricane, whereas the latter is not.

Probability is the likelihood that an event will occur. In assessing risk, it is impor-
tant to estimate the probability or likelihood that a threat will occur. Assessing 
the likelihood of occurrence of some types of threats is easier than assessing 
other types. For example, you can use frequency data to estimate the probabil-
ity of natural disasters. You might also be able to use the mean time to failure 
(MTTF) and mean time to repair (MTTR), both covered later in this chapter, to 
estimate the probability of component problems. Determining the probability of 
attacks by human threat sources is difficult. Threat source likelihood is assessed 
using skill level, motive, opportunity, and size. Vulnerability likelihood is assessed 
using ease of discovery, ease of exploit, awareness, and intrusion detection.

Risk Assessment
Risk assessment is the process of analyzing identified risks to evaluate the 
likelihood of their occurrence and their potential impact. This evaluation is 
required for prioritizing risks and formulating strategies to mitigate them 
effectively.
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Risk is the possibility of, or exposure to, loss or danger from a threat. Risk 
management is the process of identifying and reducing risk to a level that is 
acceptable and then implementing controls to maintain that level. Risk comes 
in various types. Risk can be internal, external, or multiparty. Banks provide a 
great example of multiparty risk: Because of the ripple effects, issues at banks 
have effects on other banks and financial systems.

To determine the relative danger of an individual threat or to measure the  
relative value across multiple threats to better allocate resources designated for 
risk mitigation, it is necessary to map the resources, identify threats to each, 
and establish a metric for comparison. A business impact analysis (BIA) helps 
identify services and technology assets as well as provides a process by which 
the relative value of each identified asset can be determined if it fails one or 
more of the CIA (confidentiality, integrity, and availability) requirements. The 
failure to meet one or more of the CIA requirements is often a sliding scale, 
with increased severity as time passes. Recovery point objectives (RPOs) and 
recovery time objectives (RTOs) in incident handling, business continuity, and 
disaster recovery must be considered when calculating risk. BIA, RPOs, and 
RTOs are covered further later in this chapter.

Risk assessments should rarely if ever be a one-time event for an organization. The 
frequency with which these are conducted, however, can vary depending on various 
factors regarding the organization’s risk landscape, regulatory requirements, and 
level of change across their environments. For example, a small, stable private orga-
nization may find an annual risk assessment sufficient. On the other hand, a large, 
dynamic organization operating across high-risk environments, where emerging 
risks may pose challenges, should opt for more frequent assessments. Generally, 
risk assessments are conducted adopting the following frequencies:

 ▶ Ad hoc

 ▶ One-time

 ▶ Recurring

 ▶ Continuous

Ad hoc risk assessments are conducted in response to specific incidents or 
triggers. For example, if a company encounters a significant security breach, it 
would conduct an ad hoc risk assessment to understand the scope and severity 
of the risk posed by the breach. Ad hoc assessments can also be made if a new 
business opportunity arises, and the company needs to carry out an immediate 
assessment of the associated risks.

One-time risk assessments are often conducted for specific events or changes. 
For instance, when introducing a new system, launching a new product, or 
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during a business merger or acquisition, a company would conduct a one-time 
assessment to understand the potential risks associated with these activities.  
A one-time assessment helps organizations anticipate and mitigate risks  
associated with the change.

Recurring assessments are conducted at regular intervals, such as annually, 
semi-annually, or quarterly, depending on the organization’s requirements and 
nature of the industry. Recurring risk assessments allow organizations to stay 
on top of any changes to their risk profile. The frequency depends on the level 
of risk an organization faces and the rate of change in its external environment, 
as well as internal factors such as a change in business strategy.

In a continuous risk assessment approach, the risk environment is monitored 
in real time, and risks are assessed on an ongoing basis. This approach relies on 
established key risk indicators (KRIs) to evaluate the company’s risk profile. 
When thresholds are breached, risk assessments are triggered. As with other 
approaches, a continuous risk assessment approach requires balancing risk vis-
ibility against resource commitment, but it may provide the most complete and 
timely understanding of risk in more volatile environments.

Risk Analysis
Risk analysis helps align security objectives with business objectives. It is a pro-
cess that deals with the calculation of risk and the return on investment for secu-
rity measures. By identifying risks, estimating the effects of potential threats, and 
identifying ways to mitigate these risks in a cost effective manner, organizations 
can ensure that the cost of prevention does not outweigh the benefits.

The risk analysis process involves several key steps to assess and manage risk 
effectively:

 1. Identify threats: Recognize potential threats that could exploit 
vulnerabilities.

 2. Identify vulnerabilities: Determine weaknesses within the system that 
could be exploited by threats.

 3. Determine the likelihood of occurrence: Evaluate how probable it is 
for a threat to occur and exploit a vulnerability.

 4. Determine the magnitude of impact: Assess the potential severity of 
the damage or loss if a threat materializes.

 5. Determine the risk: Calculate the level of risk using the simple equation 
Risk = Threat × Vulnerability × Impact.
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This process helps in understanding the complex relationship between threats, 
vulnerabilities, and their potential impacts, emphasizing the importance of 
assessing the likelihood that a threat will actually occur.

After identifying and assessing risks, it’s important that you categorize and  
prioritize them based on their likelihood of occurrence and potential impact. 
This prioritization helps in formulating appropriate response strategies:

 ▶ High-level threats may necessitate immediate corrective measures.

 ▶ Medium-level threats might require developing an action plan for reason-
able implementation.

 ▶ Low-level threats could be dealt with as feasible or might be accepted as 
part of the organization’s risk threshold.

The assessment of impact alongside risk likelihood is needed to understand the 
potential consequences of risk events.

 
Risk is the product of threat, vulnerability, and impact.

ExamAlert

Qualitative Risk Analysis
Qualitative risk analysis is a subjective approach that assesses risks based on 
non-numeric criteria. It involves using techniques such as brainstorming, focus 
groups, and surveys to gauge the significance of different risks and their impact. 
This method allows for a relative projection of risk for each threat, using a risk 
matrix or heat map to visualize the probability (from very low to very high) and 
impact (from very low to very high) of potential risks.

To facilitate this assessment, Table 24.1 provides a risk matrix that can help you 
understand the level of risk as either low, medium, or high for both likelihood 
and impact. The table organizes risk levels based on a combination of likeli-
hood scores, ranging from very low to very high, and levels of impact, ranging 
from very low to very high, resulting in the assignment of an overall risk level.

TABLE 24.1 Level of Risk Based on Likelihood and Impact

Likelihood Level of Impact

Very Low Low Moderate High Very High 

Very High Medium High High High High

High Low Medium High High High
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Likelihood Level of Impact

Very Low Low Moderate High Very High 

Moderate Low Medium Medium High High

Low Low Low Medium Medium High

Very Low Low Low Low Low Medium

The preceding matrix underscores the principle that risk is not just about the 
potential for a threat to occur but also about the significance of its impact. By 
categorizing risks into these levels, organizations can prioritize their risk man-
agement efforts more effectively, focusing on mitigating the most important 
risks first.

Despite its subjective nature, and the need for expert judgment, qualitative 
analysis provides essential insights into risk prioritization, especially when 
quantitative data is unavailable.

Quantitative Risk Analysis
Quantitative risk analysis offers an objective means to evaluate risk, assign-
ing numerical values to the potential loss and the likelihood of risk occurrence. 
This method calculates the degree of risk based on the estimation of potential 
losses and the quantification of unwanted events, utilizing concepts such as sin-
gle loss expectancy (SLE), annual rate of occurrence (ARO), and annual 
loss expectancy (ALE).

Quantitative analysis provides clear measures of relative risk and expected 
return on investment, making it easier for senior management to comprehend 
and make informed decisions. However, it requires significant effort and time 
to collect and analyze all related data, making it more labor-intensive than qual-
itative analysis. Furthermore, qualitative measures tend to be less precise, more 
subjective, and more difficult in assigning direct costs for measuring return on 
investment (ROI) and rate of return on investment (RROI).

Because a quantitative assessment is less subjective than a qualitative one, the 
process requires that a value be assigned to each of the various components. 
To perform a quantitative risk assessment, an estimation of potential losses is 
calculated. Next, the likelihood of some unwanted event is quantified, based 
on the threat analysis. Finally, depending on the potential loss and likelihood, 
the quantitative process arrives at the degree of risk. Each step relies on the 
concepts of single loss expectancy, annual rate of occurrence, and annual loss 
expectancy.
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Remember the difference between quantitative (numeric) and qualitative (subjective/
relative) measures. Quantitative (think “quantity”) measures are expressed numeri-
cally, whereas qualitative (think “quality”) measures are expressed as “good” or 
“bad.”

ExamAlert

Single Loss Expectancy
Single loss expectancy (SLE) is the expected monetary loss every time a risk 
occurs. SLE equals asset value multiplied by the threat exposure factor, which is 
the percentage of the asset lost in a successful attack. The formula looks like 
this:

Asset Value × Exposure Factor = SLE

Consider an example of SLE using denial-of-service (DoS) attacks. Firewall 
logs indicate that the organization was hit hard one time per month by DoS 
attacks in each of the past 6 months. You can use this historical data to estimate 
that you likely will be hit 12 times per year. This information helps you calcu-
late the SLE and the ALE. (The ALE is explained in greater detail shortly.)

An asset is any resource that has value and must be protected. Determining an 
asset’s value can most mean determining the cost to replace the asset if it is lost. 
Simple property examples fit well here, but figuring asset value is not always so 
straightforward. Other considerations could be necessary, including the value of 
the asset to adversaries, the value of the asset to the organization’s mission, and 
the liability issues that would arise if the asset were compromised.

The exposure factor is the percentage of loss that a realized threat could have 
on a certain asset. In the DoS example, imagine that 25% of business would be 
lost if a DoS attack succeeded. The daily sales from the website are $100,000, 
so the SLE would be $25,000 (SLE = $100,000 × 0.25). The possibility of 
certain threats is greater than that of others. Historical data presents the best 
method of estimating these possibilities.

Annual Rate of Occurrence
The annual rate of occurrence (ARO) is the estimated possibility of a spe-
cific threat taking place in a 1-year time frame. The possible range of frequency 
values is from 0.0 (the threat is not expected to occur) to some number whose 
magnitude depends on the type and population of threat sources. When the 
probability that a DoS attack will occur is 50%, the ARO is 0.5. After you  
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calculate the SLE, you can calculate the ALE, which gives you the probability 
of an event happening over a single year.

Annual Loss Expectancy
The annual loss expectancy (ALE) is the monetary loss that can be expected 
for an asset from risk over a 1-year period. ALE equals SLE times ARO:

ALE = SLE × ARO

ALE can be used directly in a cost/benefit analysis. Going back to our earlier 
example, if the SLE is estimated at $25,000 and the ARO is 0.5, the ALE is 
$12,500 ($25,000 × 0.5 = $12,500). In this case, spending more than $12,500 to 
mitigate risk might not be prudent because the cost would outweigh the risk.

 

Remember the following for the exam:

 ▶  SLE is the expected monetary loss every time a risk occurs, and it equals Asset 
Value × Exposure Factor.

 ▶  ARO is a numeric representation of the estimated possibility of a specific threat 
taking place in a 1-year time frame.

 ▶  ALE is the monetary loss that can be expected for an asset from risk over a 
1-year period, and it equals SLE × ARO.

ExamAlert

Risk Register
As mentioned earlier, risk assessments should not be a one-time event. As an 
organization evolves, change is inevitable. Risk management needs to be part 
of a framework from which risk can easily be communicated and adapted on an 
ongoing basis.

A risk register gives an organization a way to record information about identi-
fied risks, and it’s usually implemented as a specialized software program, cloud 
service, or master document. Risk registers often include enterprise- and IT-
related risks. With threats and vulnerabilities identified, the organizations can 
then implement controls to manage the risk appropriately. (The next section 
discusses these techniques.) The risk register should contain specific details 
about the risks, especially any residual risks the organization faces as a result of 
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controls or mitigation techniques employed. Common contents of a risk  
register include the following:

 ▶ Risk categorization groupings

 ▶ Name and description of the risk

 ▶ A measure of the risk through a risk score

 ▶ The impact to the organization if the risk is realized

 ▶ The likelihood of the risk being realized

 ▶ Mitigating controls

 ▶ Residual risk

 ▶ Contingency plans that cover what happens if the risk is realized

The items listed here are fundamental components of a risk register, provid-
ing a comprehensive overview of the organization’s potential and actual risk 
landscape. However, to address the dynamic nature of risks, and to ensure an 
effective and proactive approach to risk management, some other elements are 
crucial and warrant further exploration.

These elements, namely key risk indicators (KRIs), risk owners, and risk 
thresholds, enhance the risk register’s depth and effectiveness, ultimately  
providing a more nuanced understanding of the organization’s risks.

KRIs function as early warning signs for potential increases in risk. By moni-
toring KRIs, organizations can catch and handle risk escalations before they 
worsen and have an impact. KPIs measure and showcase trend lines of risk 
exposure, offering a quantitative means to keep track of risk movements over 
time. These KRIs, along with other features of a risk register, are an important 
tool in the risk reporting process across key stakeholders.

Risk owners are individuals or teams designated with the responsibility of 
managing specific risks. Assigning risk owners is valuable because it not only 
encourages accountability but also ensures there’s a specific point of contact 
and decision maker for each risk. It guarantees that the management of each 
identified risk is streamlined and focused.

Finally, risk thresholds help an organization determine the maximum amount 
of risk it can tolerate. This is a measure of the acceptable level of risk expo-
sure for the company. Once a risk crosses its respective threshold, it calls for 
immediate attention. It triggers a response that could include escalated report-
ing, contingency plans, or mitigation strategies. Understanding risk thresholds 
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helps in laying out a clear roadmap for when and what action needs to be taken 
against the identified risks.

These items play a significant part in shaping the risk strategy of an organiza-
tion and provide more context and depth to the typical components of a risk 
register.

 

A risk register provides a single point of entry to record and report on information 
about identified risks to the organization. Ad hoc and scheduled reports from a risk 
register, along with KPIs and heat maps, provide useful tools for risk reporting. An 
organization might have one risk register for information systems and another risk 
register for enterprise risks, but the two are increasingly being combined.

ExamAlert

The risk register serves as a strategic component for an organization and helps 
ensure that an organization’s risk appetite and risk tolerance are correctly 
aligned with the goals of the business.

Risk Appetite and Tolerance
Risk appetite is the total amount of risk that an organization is prepared to 
accept or be exposed to at any point in time. It drives the organization’s strate-
gic decision-making process and is linked with the organization’s objectives and 
strategies. Risk appetite may be categorized into three types:

 ▶ Expansionary or aggressive: Organizations with an expansionary 
risk appetite are willing to take on more risk for the potential of higher 
returns. These companies are often in high-growth industries where the 
benefits of taking a riskier approach can result in significant returns, such 
as tech startups and investment banking.

 ▶ Neutral: A company with a neutral risk appetite strikes a balance between 
being too risky and overly cautious. While they don’t shy away from tak-
ing risks, they ensure this is done in a controlled and managed way. These 
organizations may be mature businesses in stable markets where business 
growth is consistent and returns are steady.

 ▶ Conservative: A conservative risk appetite involves low tolerance for risk 
and a preference for safer investments with predictable outcomes. These 
companies typically operate in highly regulated industries such as utilities 
and healthcare, where the emphasis is on stability, safety, and reliability 
rather than rapid growth.
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These concepts are not unlike one’s own personal behavior and risk appetite, 
even if subconscious. Consider, for example, your own personal values, goals, 
and objectives. Consider what activities you may or may not participate in, or 
how you personally choose to invest your savings and so forth.

Risk tolerance is the specific maximum risk that an organization is ready to 
handle. While risk appetite is about the overall amount of risk an organization 
is willing to accept, risk tolerance drills down to more specific scenarios or risk 
categories. Risk tolerance is the degree of variability in outcomes that an orga-
nization is willing to withstand.

For example, an organization might have a high risk tolerance for financial 
risks if it has strong cash reserves, but a low risk tolerance for reputational risks 
that could harm its brand in the marketplace.

Understanding these two concepts enables organizations to effectively manage 
risk in line with their strategic goals. They can select projects or make decisions 
that align with their appetite and tolerance for risk. The risk appetite and toler-
ance also guide the organization’s risk management activities, determining how 
they identify, assess, analyze, and mitigate risk.

Together with the risk register, an organization’s appetite and tolerance for risk 
plays an important role in helping align risk with the goals of the business. The 
risk register can then provide valuable information and help drive the strategic 
decision-making process to achieve those goals. It is important that the report-
ing from a risk register be clear and understandable. The outputs should be 
available and visible across the business, including to management and senior 
executives responsible for strategy, budget, and operations.

Risk Management Strategies
Risk management involves creating a risk register document that details all 
known risks and their related mitigation strategies. Creating the risk register 
involves mapping the enterprise’s expected services and data sets, as well as 
identifying vulnerabilities in both implementation and procedures for each. 
Risk cannot be eliminated outright in many cases, but mitigation strategies can 
be integrated with policies for risk awareness training ahead of an incident. 
Formal risk management deals with the alignment of four potential strategies 
to respond to each identified risk:

 ▶ Avoid: Risk avoidance seeks to eliminate the vulnerability that gives rise 
to a particular risk. This is the most effective solution, but it often is not 
possible due to organizational requirements. For example, eliminating 
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email to avoid the risk of email-borne viruses is an effective solution but 
is not likely a realistic approach.

 ▶ Transfer: With risk transference, a risk or the effect of its exposure is 
transferred by moving to hosted providers that assume the responsibil-
ity for recovery and restoration. Alternatively, organizations can acquire 
insurance to cover the costs of equipment theft or data exposure.  
Insurance related to the consequences of online attacks is known as 
cybersecurity insurance.

 ▶ Accept: With risk acceptance, an organization recognizes a risk, iden-
tifies it, and accepts that it is sufficiently unlikely or of such limited 
impact that corrective controls are not warranted. In such cases, this 
is known as risk exemption. On the other hand, a risk exception is a 
formal acknowledgment that a system or process is not compliant with 
an applied standard or policy but has been permitted to operate because 
the risk is acknowledged and accepted. In essence, an organization agrees 
to tolerate a higher level of risk than usual due to unique circumstances. 
In most cases, these are temporary, require mitigating controls be put in 
place, and are given a timeline for the exception to be re-evaluated. Risk 
acceptance must be a conscious choice that is documented, approved by 
senior administration, and regularly reviewed.

 ▶ Mitigate: Risk mitigation involves reducing the likelihood or impact of a 
risk’s exposure. Risk deterrence involves putting into place systems and 
policies to mitigate a risk by protecting against the exploitation of vulner-
abilities that cannot be eliminated. Most risk management decisions focus 
on mitigation and deterrence, balancing costs and resources against the 
level of risk and mitigation that will result.

Bruce Schneier, a well-known cryptographer and security expert, was asked 
after the tragic events of 9/11 if it would be possible to prevent such events 
from happening again. “Sure,” he replied. “Simply ground all the aircraft.” 
Schneier gave an example of risk avoidance, albeit one he acknowledged as 
impractical in today’s society. Consider the simple example of an automobile 
and its associated risks. If you drive a car, you have likely considered those risks. 
The option to not drive deprives you of the many benefits the car provides 
that are strategic to your individual goals in life. As a result, you have come 
to appreciate mitigating controls such as seat belts and other safety features. 
You accept the residual risks and might even transfer some of the risk through 
a life insurance policy. Certainly, when it comes to the risks of the vehicle 
itself, insurance plays a vital role. Not carrying insurance even carries risk 
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itself because insurance is often required by law. Examples abound of people 
who have even accepted that risk, making a conscious choice to drive without 
insurance.

Finally, the choices you make related to risk often result in residual risk. Living 
in a high-crime neighborhood might spur someone to put bars on their home’s 
windows. That’s one problem seemingly mitigated. However, in case of a fire, 
the bars would render common egress points in the home no longer accessible.

 

Remember that risk can be avoided, transferred, accepted, or mitigated. Be sure you 
understand the different examples of when each would apply.

ExamAlert

Risk Reporting
Risk reporting is needed for communicating risk information to stakeholders 
across the organization. Risk reporting involves the regular and ad hoc dissemi-
nation of risk-related information, from the operational level to senior manage-
ment and the board of directors, ensuring that all parties are informed about 
current risks, their potential impact, and the actions taken to mitigate them. 
This process provides an up-to-date picture of the organization’s risk profile to 
support strategic decision-making and help foster a proactive risk management 
culture.

This process benefits from the use of the risk register, which acts as a central 
repository of all identified risks, their assessment, and management plans. The 
risk register, as detailed previously, contains critical information that forms the 
backbone of risk reporting, which includes the following:

 ▶ Risk categorization helps in understanding the types of risks (strategic, 
operational, financial, compliance) the organization faces.

 ▶ Risk description and scoring provide a snapshot of each risk’s nature and 
its relative priority.

 ▶ Impact, likelihood, and mitigation plans offer insights into the potential 
consequences of risks and the steps taken to manage them.

 ▶ Residual risk levels highlight the remaining risk after mitigation efforts, 
guiding ongoing management and monitoring.
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 ▶ Key risk indicators (KRIs) and heat maps serve as visual tools for tracking 
and communicating risk status and trends over time.

Effective risk reporting ensures that this information is available and presented 
in a manner that is accessible and actionable for all stakeholders, allowing for 
informed discussions about risk tolerance, appetite, and strategic risk manage-
ment priorities. Risk reports should not only highlight where risks align or 
deviate from the organization’s risk appetite but also signal when risk levels 
approach or exceed predefined tolerance thresholds. This alignment ensures 
that risk management efforts are strategic, targeted, and effective in supporting 
the organization’s objectives.

Business Impact Analysis
Business impact analysis (BIA) is the process of determining the potential 
impacts resulting from the interruption of time-sensitive or critical business 
processes. IT risk assessment, as well as planning for both disaster recovery and 
operational continuity, relies on conducting a BIA as part of the overall plan to 
ensure continued operations and the capability to recover from disaster. The 
BIA focuses on the relative impact of the loss of operational capability on criti-
cal business functions. Conducting a business impact analysis involves identify-
ing critical business functions and the services and technologies required for 
them, along with determining the associated costs and the maximum acceptable 
outage period.

For hardware-related outages, the assessment should also include the current 
age of existing solutions, along with standards for the expected average time 
between failures, based on vendor data or accepted industry standards. Plan-
ning strategies are intended to minimize this cost by arranging recovery actions 
to restore critical functions in the most effective manner based on cost, legal or 
statutory mandates, and calculations of the mean time to restore.

A business impact analysis is a key component in ensuring continued opera-
tions. For that reason, it is a major part of a business continuity plan (BCP) or 
continuity of operations plan (COOP) as well. The focus is on ensuring the 
continued operation of key mission and business processes. U.S. government 
organizations commonly use the term mission-essential functions to refer to 
functions that need to be immediately functional at an alternate site until nor-
mal operations can be restored. Essential functions for any organization require 
resiliency. Organizations also must identify the dependent systems for both the 
functions and the processes that are critical to the mission or business.
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A BCP must identify critical systems and components. If a disaster is wide-
spread or targets an Internet service provider (ISP) or key routing hardware 
point, an organization’s continuity plan should detail options for alternate 
network access. This should include dedicated administrative connections that 
might be required for recovery. Continuity planning should include consider-
ations for recovery in case existing hardware and facilities are rendered inac-
cessible or unrecoverable. It should also consider the hardware configuration 
details, network requirements, and utilities agreements for alternate sites.

RTO and RPO
Recovery point objective (RPO) and recovery time objective (RTO) are 
important concepts of the BCP and form part of the broader risk manage-
ment strategy. RPO, which specifically refers to data backup capabilities, is the 
amount of time that can elapse during a disruption before the quantity of data 
lost during that period exceeds the BCP’s maximum allowable threshold. Sim-
ply put, RPO specifies the allowable data loss. It determines up to what point 
in time data recovery can happen before business is disrupted. For example, if 
an organization does a backup at 10:00 p.m. every day and an incident happens 
at 7:00 p.m. the following day, everything that changed since the last backup 
would be lost. The RPO in this context is the backup from the previous day. If 
the organization set the threshold at 24 hours, the RPO would be within the 
threshold because it is less than 24 hours.

The RTO is the amount of time within which a process must be restored after 
a disaster to meet business continuity requirements. The RTO is how long the 
organization can go without a specific application; it defines how much time is 
needed to recover after a notification of process disruption.

 

Be certain that you understand the distinction between RPO and RTO. RPO desig-
nates the amount of data that will be lost or will have to be re-entered because of 
network downtime. RTO designates the amount of time that can pass before the 
disruption begins to seriously impede normal business operations.

ExamAlert

MTTF, MTBF, and MTTR
When systems fail, one of the first questions asked is, “How long will it take to 
get things back up?” It is better to know the answer to such a question before 
disaster strikes than to try to find the answer afterward. Fortunately, established 
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mechanisms can help you determine this answer. Understanding these  
mechanisms is a big part of the overall analysis of business impact.

Mean time to failure (MTTF) is the length of time a device or product is 
expected to last in operation. It represents how long a product can reasonably 
be expected to perform, based on specific testing. MTTF metrics supplied by 
vendors about their products or components might not have been collected by 
running one unit continuously until failure. Instead, MTTF data is often  
collected by running many units for a specific number of hours and then is cal-
culated as an average based on when the components fail.

MTTF is one of many ways to evaluate the reliability of hardware or other 
technology and is extremely important when evaluating mission-critical sys-
tems hardware. Knowing the general reliability of hardware is vital, especially 
when it is part of a larger system. MTTF is used for nonrepairable products. 
When MTTF is used as a measure, repair is not an option.

Mean time between failures (MTBF) is the average amount of time that 
passes between hardware component failures, excluding time spent repairing 
components or waiting for repairs. MTBF is intended to measure only the time 
a component is available and operating. MTBF is similar to MTTF, but it is 
important to understand the difference. MTBF is used for products that can 
be repaired and returned to use. MTTF is used for nonrepairable products. 
MTBF is calculated as a ratio of the cumulative operating time to the number 
of failures for that item.

MTBF ratings can be predicted based on product experience or data supplied 
by the manufacturer. MTBF ratings are measured in hours and are often used 
to determine the durability of hard drives and printers. For example, typical 
hard drives for personal computers have MTBF ratings of about 500,000 hours.

These risk calculations help determine the life spans and failure rates of com-
ponents. These calculations help an organization measure the reliability of a 
product.

One final calculation assists with understanding approximately how long a 
repair will take on a component that can be repaired. The mean time to 
repair (MTTR; also called mean time to recovery) is the average time required 
to fix a failed component or device and return it to production status. MTTR 
is corrective maintenance. The calculation includes preparation time, active 
maintenance time, and delay time. Because of the uncertainty of these factors, 
MTTR is often difficult to calculate. In order to reduce the MTTR, some sys-
tems have redundancy built in so that when one subsystem fails, another takes 
its place and keeps the whole system running.
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Mean time between failures (MTBF) is the average time before a product requires 
repair. Mean time to repair (MTTR) is the average time required to fix a failed com-
ponent or device and return it to production status. On the other hand, mean time 
to failure (MTTF) is the average time before a product fails and cannot be repaired. 
MTBF and MTTR consider a component that can be repaired, whereas MTTF con-
siders a component that cannot be repaired.

ExamAlert

Cram Quiz
Answer these questions. The answers follow the last question. If you cannot answer 
these questions correctly, consider reading this chapter again until you can.

 1. Which of the following is the monetary loss that can be expected for an asset 
from risk over a year?

mm  A. ALE

mm  B. SLE

mm  C. ARO

mm  D. BIA

 2. Your manager needs to know, for budgetary purposes, the average life span for 
each of the firewall appliances. Which of the following should you provide?

mm  A. MTBF

mm  B. RPO

mm  C. RTO

mm  D. MTTF

 3. An organization is increasingly subject to compliance regulations and is making 
strong efforts to comply with them but is still concerned about issues that might 
occur. Management decides to buy insurance to help cover the costs of a poten-
tial breach. Which of the following risk response techniques is the organization 
using?

mm  A. Avoidance

mm  B. Transference

mm  C. Acceptance

mm  D. Mitigation
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 4. Which of the following equations best represents the proper assessment of  
exposure to danger?

mm  A. Risk = Threat × Vulnerability × Impact

mm  B. Impact = Risk × Threat × Vulnerability

mm  C. Vulnerability = Threat × Risk × Impact

mm  D. Threat = Risk × Impact × Vulnerability

 5. A security analyst needs a single point of entry to record information about  
identified risks to his organization. What will allow him to do this?

mm  A. ALE

mm  B. Risk register

mm  C. SLE

mm  D. ARO

 6. Which type of risk assessment uses a risk matrix/heatmap that plots the probabil-
ity of risks using a scale of low, medium, or high?

mm  A. Quantitative

mm  B. Adversarial

mm  C. Qualitative

mm  D. Environmental

 7. If a single loss expectancy is $25,000 and the annual rate of occurrence is .5, 
what is the annual loss expectancy?

mm  A. $12,500

mm  B. $25,000

mm  C. $5,000

mm  D. $2,500

Cram Quiz Answers
Answer 1: A. The annual loss expectancy (ALE) is the monetary loss that can be 
expected for an asset from risk over a 1-year period. It is calculated by multiplying the 
single loss expectancy by the annual rate of occurrence (that is, SLE × ARO). Therefore, 
answers B and C are incorrect. Answer D is incorrect because this is a business impact 
analysis, which is the process for determining potential impacts resulting from the inter-
ruption of business processes.

Answer 2: D. The mean time to failure (MTTF) is the length of time a device or prod-
uct is expected to last in operation. It represents how long a product can reasonably 
be expected to perform, based on specific testing. Answer A is incorrect because the 
mean time between failures (MTBF) is the average amount of time that passes between 
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hardware component failures, excluding time spent repairing components or waiting  
for repairs. Answers B and C are incorrect because RPO and RTO are used for risk- 
mitigation planning. The recovery point objective (RPO) specifies the allowable data loss. 
The recovery time objective (RTO) is the amount of time within which a process must be 
restored after a disaster to meet business continuity requirements.

Answer 3: B. Insurance is a classic example of transferring risk. Answers A, C, and D 
are incorrect because none of them transfers the risk from one organization to another.

Answer 4: A. Risk is a function of threats, vulnerabilities, and potential impact. Assess-
ing the level of risk is often portrayed through the simple equation Risk = Threat ×  
Vulnerability × Impact. Answers B, C, and D are incorrect because threat, vulnerability, 
and impact are considered together to provide an appropriate measure of risk.

Answer 5: B. A risk register is a strategic component for organizations. The register 
also helps ensure that an organization’s risk tolerance and appetite are correctly aligned 
with the goals of the business. A risk register provides a single point of entry to record 
information about identified risks to the organization. Answer A is incorrect because the 
annual loss expectancy (ALE) is the monetary loss that can be expected for an asset 
from risk over a one-year period. Answer C is incorrect because single loss expectancy 
(SLE) is the expected monetary loss every time a risk occurs. Answer D is incorrect 
because the annual rate of occurrence (ARO) is the estimated possibility of a specific 
threat taking place in a 1-year time frame.

Answer 6: C. Qualitative risk assessment can involve brainstorming, focus groups, 
surveys, and other similar processes to determine asset worth and valuation to the 
organization. Uncertainty is also estimated, allowing for a relative projection of qualita-
tive risk for each threat, based on its position in a risk matrix/heat map that plots the 
probability (very low to very high) and impact (very low to very high). Numeric values can 
be assigned to each state (very low = 1, low = 2, moderate = 3, and so on) to perform 
a quasi-quantitative analysis, but because the categories are subjectively assigned, the 
result remains qualitative. Answer A is incorrect because a quantitative assessment is 
less subjective, and the process requires assigning a value to all the various compo-
nents. To perform a quantitative risk assessment, an estimation of potential losses is 
calculated. Answers B and D are incorrect because these terms describe threat source 
types, which can be adversarial, accidental, structural, or environmental, for example.

Answer 7: A. The annual loss expectancy (ALE) is the monetary loss that can be 
expected for an asset from risk over a 1-year period. ALE equals the single loss expec-
tancy (SLE) times the annual rate of occurrence (ARO): that is, SLE × ARO = ALE.  
So, if the SLE is $25,000 and the ARO is .5, the ALE is $12,500 (that is, $25,000 ×  
.5 = $12,500). Therefore, Answers B, C, and D are incorrect.

What Next?
If you want more practice on this chapter’s exam objective before you move on, 
remember that you can access all of the Cram Quiz questions on the Pearson 
Test Prep software online. You can also create a custom exam by objective with 
the Online Practice Test. Note any objective you struggle with and go to that 
objective’s material in this chapter.
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policy, 440–441
process for, 410–411
RCA (root cause analysis), 412–413
threat hunting, 413
training and testing, 411–412
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independent assessments, 487–488

independent third-party audits, 513
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indicators of malicious activity, 156–157
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SQL, 149
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inline devices, 216, 229

input validation, 289
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interoperability, 385
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218–219, 229, 354–356
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dashboards, 421
log data, 419–421
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vulnerability scans, 421

IOCs (indicators of compromise), 169, 
312, 413

IoT (Internet of Things), 197–198,  
277–278

IPS (intrusion prevention system),  
218–219, 229, 354–355

signatures, 356
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ISA (interconnection security 
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J
jailbreaking, 127
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jump servers, 216–217, 229

just-in-time permissions, 398

K
key risk indicators (KRIs), 468, 473

keys, security, 393–394

EK (endorsement key), 56
key escrow, 431
key exchange, 50
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key stretching, 49–50
keyloggers, 136
KMS (key management system), 58
public/private, 430–431
SRK (storage root key), 56

KMS (key management system), 58

known penetration test environments, 
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KRIs (key risk indicators), 468, 473

L
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LDAP (Lightweight Directory Access 
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least privilege, 167, 388

legacy applications, 34

legacy hardware, 121

legal hold, 414

legal implications, privacy, 504–505
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(LDAP), 149, 383
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List Folder Contents permissions, 
379–381
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local data privacy, 504

Lockheed Martin, 88

log aggregation, 332–333

log data, 419–421

log scanning, 334

logic bombs, 136–137

logical segmentation, 190–191

loss of licenses, 498
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M
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MAC (Media Access Control) filtering, 
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machine/computer certificates, 75
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development lifecycle) policy, 442

maintenance windows, 30

malicious attacks

application attacks, 139–147
buffer overflow, 149–150
directory traversal, 152–153
forgery, 151–152
injection, 148–149
privilege escalation, 150
replay attacks, 150

malware attacks, 132–137
boatware, 135
keyloggers, 136
logic bombs, 136–137
ransomware, 133
rootkits, 137
spyware, 134–135
Trojans, 133–134
viruses, 136
worms, 134

network attacks, 139–148
credential replay, 147
DDoS (distributed denial-of- 

service), 140–142
DNS (Domain Name System) 

attacks, 142–144
malicious code, 148
on-path, 147
wireless, 144–147

physical attacks, 138–139
brute-force attacks, 138
environmental attacks, 139
RFID (radio-frequency identifica-

tion), 138
malicious code, 148

malicious updates, 117
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filtering, 369
keyloggers, 136
logic bombs, 136–137
ransomware, 133
rootkits, 137
spyware, 134–135
Trojans, 133–134
viruses, 136
worms, 134

managed service provider (MSP), 106

management attestation, 511

managerial controls, 4

mandatory access control (MAC), 
386–387
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maps, threat, 312

masking, 242

master service agreements (MSAs), 489
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Medium vulnerabilities, 320
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memory injection, 116

message-based threat vectors
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metadata logs, 421
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MIME (Multipurpose Internet Mail 
Extensions), 367
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mitigation. See also access control

application allow lists, 164
configuration enforcement, 167–168
encryption, 166
hardening techniques

default password changes, 173
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encryption, 168–169
endpoint protection, 169
HIPS (host-based intrusion  

prevention system), 170
host-based firewalls, 170
ports/protocols, disabling,  

171–172
removal of unnecessary software, 

173–174
isolation, 165
least privilege, 167
monitoring, 167
patching, 165–166
risk, 476
segmentation, 162

MITRE, 312, 320

MOA (memorandum of agreement), 490

mobile devices

MDM (mobile device management), 
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securing, 270–271, 281
vulnerabilities, 127

Modify permissions, 379–381

monitoring, 167, 291, 299

activities for, 332–336
alert response and remediation/ 

validation, 335
alert tuning, 336
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alerting, 333
archiving, 334–335
log aggregation, 332–333
quarantine, 335
reporting, 334
scanning, 334

applications, 330–331
definition of, 330
infrastructure, 331–332
internal/external, 500
package, 311
security awareness, 542–545
security compliance, 499–501
in security governance, 432–433
systems, 330
tools for, 336–344

agents/agentless, 337
antivirus, 341
benchmarks, 337
DLP (data loss prevention),  

341–342
NetFlow, 343
SCAP (Security Content 

Automation Protocol), 336
SIEM (security information and 

event management) systems, 
331–332, 338–340

SNMP (Simple Network 
Management Protocol), 342–343

vulnerability scanners, 344
vendors, 491–492
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MSAs (master service agreements), 489
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(MIME), 367

Multi-State Information Sharing and 
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NAC (network access control),  

371–372

national data privacy, 504

National Electrical Manufacturers 
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National Institute of Standards and 
Technology. See NIST (National 
Institute of Standards and Technology)

National Vulnerability Database (NVD), 
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nation-state threat actors, 88

NDAs (non-disclosure agreements), 235, 
489

near-field communication (NFC),  
146–147

needs, identifying, 545

negatives, false, 317

NEMA (National Electrical 
Manufacturers Association), 20

NetFlow, 343

network access control (NAC), 371–372

network appliances

definition of, 216
IDS (intrusion detection system), 

218–219, 229
IPS (intrusion prevention system), 

218–219, 229
jump servers, 216–217, 229
load balancers, 219, 229
proxy servers, 217–218, 229
sensors, 220, 229

network attacks, 139–148

credential replay, 147
DDoS (distributed denial-of-service), 

140–142
DNS (Domain Name System) attacks, 

142–144
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on-path, 147
wireless, 144–147

Bluetooth, 146
NFC (near-field communication), 

146–147
Wi-Fi, 144–146

network infrastructure

availability, 202
centralized versus decentralized, 

192–193
compute resources, 207
containerization, 193–195
cost, 203
definition of, 189
ease of deployment, 204
ease of recovery, 205
embedded systems, 200–201
ICS (Industrial Control Systems), 

198–199
IoT (Internet of Things), 197–198
logical segmentation, 190–191
patching, 205–206
physical isolation, 189–190
power availability, 206–207
on-premises infrastructure, 192
resilience, 202–203
responsiveness, 203
risk transference, 205
RTOS (Real-Time Operating System), 

200
SDN (software-defined networking), 

191–192
segmentation, 162
unsecured, 104
virtualization, 195–197

network logs, 420–421

network scanning, 334

neutral risk appetite, 474

next-generation firewalls (NGFWs), 
223–224, 230

NFC (near-field communication), 146–
147

NGFWs (next-generation firewalls), 
223–224, 230

NIST (National Institute of Standards 
and Technology), 15, 382, 427,  
445–446, 456, 459

noncompliance, consequences of, 
497–498

non-disclosure agreements (NDAs), 235, 
489

non-human-readable data, 236–237

nonregulatory requirements, 455–458

non-repudiation, 13

NVD (National Vulnerability Database), 
311

O
obfuscation, data, 242

data masking, 60–61
hashing, 63–64
overview of, 59–62
redaction, 61
salting, 63–64
steganography, 62–63
tokenization, 60

Occupational Safety and Health 
Administration (OSHA), 20

OCSP (Online Certificate Status 
Protocol), 77–78

OCTAVE (Operationally Critical Threat, 
Asset, and Vulnerability Evaluation), 
460

offboarding, 448–450

offensive penetration testing, 518

offsite backups, 257

one-time passwords (OTPs), 392

one-time risk assessments, 467–468

ongoing analysis, 544

Online Certificate Status Protocol 
(OCSP), 77–78

on-path network attacks, 147

on-premises infrastructure, 192

onsite backups, 257

Open Authorization (OAuth), 383–384

open public ledger, 67

open service ports, 104–105
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open-source intelligence (OSINT), 
311–313

operating system security, 361–363, 420

operating system-based vulnerabilities, 
118–119

operational controls, 4

Operationally Critical Threat, Asset, and 
Vulnerability Evaluation (OCTAVE), 460

Opportunistic Wireless Encryption 
(OWE), 286

orchestration

benefits of, 405–406
considerations for, 406–407
use cases of, 402–405

organizational impact, 321

organizational validation (OV), 73–74

organized crime, 87–88

Organized Crime Control Act of 1970, 
87–88

OSHA (Occupational Safety and Health 
Administration), 20

OSINT (open-source intelligence), 
311–313

Others (Linux entity), 381

OTP (one-time password), 392

OV (organizational validation), 73–74

overflow, buffer, 149–150

overwriting, 301

OWASP (Open Web Application Security 
Project), 331

OWE (Opportunistic Wireless 
Encryption), 286

owners, 381, 473

ownership, 29, 297, 460, 502

P
P7B (PKCS#7), 76

PaaS (platform as a service), 182

package monitoring, 311

packet captures, 422

parallel processing, 255

partitions, 44

passive devices, 216, 229

passive reconnaissance, 516–517

password attacks, 154–156

passwordless authentication, 397

passwords

age of, 396–397
complexity of, 395–396
default password changes, 173
expiration of, 396
length of, 395
management of, 397, 537–538
OTP (one-time password), 392
password concepts, 395–397
password vaulting, 398
passwordless authentication, 397
privileged access management tools, 

397–398
reuse of, 396
standards, 446
switches, 272

patching, 165–166, 205–206, 322–323

cloud infrastructure, 274
ICS/SCADA networks, 275
servers, 274
workstations, 271

PCI DSS (Payment Card Industry Data 
Security Standard), 6, 235, 454, 455, 
497

PEM (privacy enhanced mail), 75–76

penetration testing, 314–315, 487

components of, 514–515
defensive, 519
environments for, 520–521
integrated, 519
offensive, 518
overview of, 513–516
phases of, 515–516
physical tests, 517–518
reconnaissance, 516–517

people, capacity planning for, 253–254

periodic reviews, 544
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restrictions on, 243
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456–458
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234, 333, 456–458, 502–503

Personal Information Protection and 
Electronic Documents Act (PIPEDA), 
504

PFX (personal information exchange), 76

philosophical motivations of threat 
actors, 92–93

phishing, 107–108, 526–531

components of, 526–528
lessons from, 528
recognizing, 528–530
responding to, 530–531

physical security

access badges, 21
access control vestibules, 19
bollards, 19
fencing and gates, 20
lighting, 21–22
overview of, 18
physical attacks, 138–139
physical controls, 4
physical isolation, 189–190
security guards, 21
sensors, 22–23
signs, 20
standards, 446
video surveillance, 20

physical tests, 517–518

PII (personal identifiable information), 
234, 333, 456–458, 502–503

ping floods, 140

pinning, 79

PIPEDA (e Personal Information 
Protection and Electronic Documents 
Act), 504

PKI (public key infrastructure),  
428–429
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penetration testing, 515

SDLC (software development lifecycle) 
policy, 441

platform as a service (PaaS), 182

platform diversity, 251

poisoning, DNS (Domain Name System), 
143–144

policies

acceptable use, 433–435
business continuity, 437–438
certificate, 72–73
change management, 443–444
components of, 433
definition of, 428
disaster recovery, 438–440
incident response, 440–441
information security, 435–437
SDLC (software development 

lifecycle), 441–443
updating, 35–36

policy

administrators, 17–18
enforcement, 369
enforcement points, 18
group, 361–362
policy engines, 17
policy-based IDSs/IPSs, 219
policy-driven access control, 16–17
user guidance and training, 534–535

political motivations of threat actors, 
92–93

POP (Post Office Protocol), 364,  
365, 367

ports

commonly used, 172
disabling, 171–172
dynamic/private, 171
firewalls, 353
open, 104–105
registered, 171
scanning, 334
security, 220–222, 229
selection, 365
well-known, 171

positives, false, 317
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Post Office Protocol (POP), 364,  
365, 367

power availability, 206–207

power redundancy, 261–262

power supply units (PSUs), 261

praying password attacks, 155–156

preparation phase, incident response, 
410

preservation, 415

pre-shared key (PSK), 288–289

pressure sensors, 22

pretexting, 109

principles of secure design

attack surfaces, 214, 229
connectivity, 214, 229
device attributes, 215–216
failure modes, 214–215, 229
network appliances
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IDS (intrusion detection system), 

218–219, 229
IPS (intrusion prevention system), 

218–219, 229
jump servers, 216–217, 229
load balancers, 219, 229
proxy servers, 217–218, 229
sensors, 220, 229

security zones, 213, 228
prioritization

CVSS (Common Vulnerability Scoring 
System), 318–322

vulnerability management, 317–318
privacy compliance

data inventory and retention, 503–504
definition of, 501
legal implications of, 504–505
privacy data roles, 501–503
right to be forgotten, 505

privacy enhanced mail (PEM),  
75–76

private data, 238, 298

private keys, 430–431

privilege escalation, 150

privileged access management tools, 
397–398

procedures, 429, 447–452

procedures, updating, 35–36

process audits, 316

processors, data, 460, 503

procurement process, 296

propaganda, 108–109

proprietary data, 298

proprietary/third-party threat feeds, 313

protocol implementation, 363–366

protocols

disabling, 171–172
firewalls, 353
port selection, 172, 365
protocol selection, 364
transport method, 365–366

provisioning, 378–379, 402

proxies, 217–218, 229, 359–360

PSK (pre-shared key), 288–289

public data, 237, 298

public key infrastructure (PKI),  
428–429

public keys, 430–431

Q
qualitative risk analysis, 469–470

quantitative risk analysis, 470

quarantine, 335

questionnaires, 487

R
race conditions, 117

radio-frequency identification (RFID), 
19, 138

RADIUS (Remote Authentication Dial-In 
User Service), 286–287

ransomware, 133

rate of return on investment (RROI), 469

RBAC (role-based access control), 387

RCA (root cause analysis), 412–413

Read & Execute permissions, 379–381

Read permissions, 381



638

Real-Time Operating System (RTOS)

Real-Time Operating System (RTOS), 
200, 277

reconnaissance, 516–517

recovery, 411

backups, 255–258
definition of, 255–256
differential, 256
frequency of, 258
full, 256
incremental, 256
onsite/offsite, 257

capacity planning, 253–254
COOP (continuity of operations plan), 

252–253
ease of, 205
encryption, 258–259
goals of, 260
high availability, 248–249
journaling, 261
multicloud systems, 252
platform diversity, 251
power redundancy, 261–262
site considerations, 249–251
snapshots, 259
testing, 254–255

recovery point objective (RPO), 253, 467, 
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recovery time objective (RTO), 253, 467, 
479

recurring reporting and monitoring, 544

recurring risk assessments, 468

redaction, 61

reflected DDoS attacks, 141–142

regional data privacy, 504

registered ports, 171

registers, risk, 472–474

regulated data, 234–235

regulatory audits, 512–513

regulatory requirements, 455–458

remediation, vulnerability, 322–325

remote access, 225–226

remote access Trojan (RAT), 134

Remote Authentication Dial-In User 
Service (RADIUS), 286–287

remote wipe, 271

remote work environments, 541–542

removable devices, 102, 538–539

replay attacks, 150

reporting, 326, 334, 414–415

automated, 421
compliance, 496–497
penetration testing, 516
risk, 477–480
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478–479
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MTBF (mean time between  
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MTTF (mean time to failure), 466, 

479–480
MTTR (mean time to repair), 466, 

479–480
RPO (recovery point objective), 479
RTO (recovery time objective), 479

security awareness, 542–545
repositories, 313

rescanning, 325–326

resilience and recovery, 202–203

backups, 255–258
definition of, 255–256
differential, 256
frequency of, 258
full, 256
incremental, 256
onsite/offsite, 257

capacity planning, 253–254
COOP (continuity of operations plan), 

252–253
encryption, 258–259
goals of, 260
high availability, 248–249
journaling, 261
multicloud systems, 252
platform diversity, 251
power redundancy, 261–262
site considerations, 249–251
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resource security
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alert response and remediation/ 
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alerting, 333
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log aggregation, 332–333
quarantine, 335
reporting, 334
scanning, 334

applications, 330–331
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infrastructure, 331–332
systems, 330
tools for, 336–344
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antivirus, 341
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SCAP (Security Content 
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SIEM (security information and 

event management) systems, 
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vulnerability scanners, 344
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baselines, 268–269
cloud infrastructure, 273–274
connection methods, 283–285
deployment models, 282–283
embedded systems, 276
ICS (Industrial Control Systems), 275
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MDM (mobile device management), 
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mobile devices, 270–271, 281
routers, 273
RTOS (Real-Time Operating System), 
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SCADA (Supervisory Control and Data 
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servers, 274–275
switches, 272–273
target hardening, 270
wireless devices, 278–280
wireless security settings, 285–289
workstations, 271–272
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roles and, 460–462

responsible disclosure programs, 316

responsiveness, network infrastructure, 
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restart, application, 33

restricted activities, 32

restricted data, 238

retention, data, 503–504

retina biometrics, 390

return on investment (ROI), 469

reuse of passwords, 396

revenge, threat actors motivated by, 93

reverse proxy servers, 218
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revision, in security governance,  
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revocation of certificates, 77

RFID (radio-frequency identification), 
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right to be forgotten, 505

right-to-audit clause, 488

risk acceptance, 476

risk analysis, 468–472
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ARO (annual rate of occurrence), 
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MTTR (mean time to repair), 466, 
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RBAC (role-based access control), 387
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root signing certificates, 74–75
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routers, 273
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RROI (rate of return on investment), 469

RSA Security, 88
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deployment models, 282–283
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ICS (Industrial Control Systems), 275
IoT (Internet of Things), 277–278
MDM (mobile device management), 
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