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A Collaborative AUUroach 
to Assessing AI RisP

Artificial intelligence 
AI� is all the bu__� not 
that itѣs new. 3or is AI a Kuturistic conceUt� 
as anyone will acPnowledge Krom using 
,oogle search� Ama_on Music� smartUhone 

,5S aUUlications and Uredictive texting� to name a Kew 
common uses where machine learning maPes liKe more 
convenient. -owever� recent develoUments in generative 
AI have called into Vuestion the benefits versus risP oK 
the technology. 9hese emerging technologies reconOure 
the mystery and Kear UoUulari_ed by 9he Matrix trilogy�1

where technology reigned suUreme and Ѧevilѧ machines 
were Uoised to taPe over the world. Are we beyond 
good versus evil$ Is it Uossible Kor AI to solve what 
humans cannot solve eKficiently$ Can AI Uroduce Kaster 
medical discoveries and save lives$ <ill AI continue 
to diKKerentiate manuKacturing Urocesses with greater 
eKficiency and Vuality$ Is there a greater learning 
Uotential Kor students to use AI when it is welcomed into 
the classroom$ 4r will we Kall to the Ѧhunger oK success�ѧ 
as noted by AI exUert 0ai-+u 1ee$� <ill we find ineVuities 
created by comUeting business interests� Uower-
grabbing countries and increasingly soUhisticated 
cybercriminals as technologists and UolicymaPers aliPe 
struggle to PeeU uU with the Uace oK innovation$

Practically Speaking, We Need AI
4ne thing is certain� AI is not stoUUing while we 
Uonder these Vuestions. 9here are many examUles oK 
organi_ations testing the waters or OumUing right in 
and oUerationali_ing AI aUUs into their environments. I 
did not exUect that AI would come uU when I attended 
the monthly -anscom +ield Advisory Commission 

-+AC� meeting� but it did. 9he Chair� ChristoUher 
*liot�� noted that a grant oK :S 	����� had been 
obtained. Various UroUosals on how to use the money 
were discussed� but one that stucP was on taPing 
meeting notes. 

Although the -+AC member communities are 
very engaged and have been since the ����s� time 
is at a Uremium. 9aPing and Uublishing meeting 
notes in a timely manner is central to building the 
organi_ationѣs Uresence and establishing trust within 
the communities reUresented. 9o this end� AI may 
become the technological enabler that gives Urecious 
time bacP to volunteers who must handle a number 
oK Uriorities to Kulfill their state mandate. I sUoPe with 
ChristoUher *liot about the UrosUect oK using AI to 
fill this need. )esUite the recent surge in excitement 
around AI� challenges remain. *liot noted that Vuality 
oK AI-generated transcriUts can vary Krom system 
to system� and some AI business models allow only 
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Is executive assistant to the MassUort Community Advisory Committee 

MCAC�. Baxter is Uleased that technology has allowed her to reinvent 
her career and continue learning through all oK it. She had the Urivilege oK 
learning technology and managing +ortune ��� client relationshiUs at A9�9. 
Baxter then aUUlied her exUertise as an I9 oUerations director at /ohnson 
� /ohnson beKore moving to comUliance and risP management roles at 
AI, and State Street CorUoration. AKter a brieK Ueriod oK running her own 
consulting business� Baxter Ooined MCAC� which advocates on behalK oK 
communities imUacted by the :S State oK Massachusetts 5ort Authority 
aviation and Uort oUerations. She aUUlies her exUertise to website redesign� 
draKting vendor reVuests Kor UroUosals 
R+5s�� uUdating bylaws and 
Uroviding regulatory suUUort to the MCAC board. In her sUare time� Baxter 
serves as comUliance and oUerations oKficer Kor the ISACA® 3ew *ngland 
ChaUter 
Maine� Massachusetts� 3ew -amUshire and Vermont� :SA� and 
volunteers on the 3antucPet 1ightshiU.

IS  AUDIT  IN  PRACTICEIS  AUDIT  IN  PRACTICE

It’s important to note that 
ethical AI occurs when the 
business, risk and compliance 
teams not only evaluate the 
business opportunity that AI 
brings but carefully consider its 
impact by sitting in the shoes 
of users, policymakers and 
financial market managers. 
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limited use oK a tool beKore Uayment is reVuired. 9hat 
said� *liot sees Uotential in using AI in this manner�

I used a small part of the transcript and asked 
ChatGPT to summarize in 30 lines or less. Here 
is what it said: “The Hanscom Field Advisory 
Commission Meeting, held virtually, commenced 
with Christopher Eliot introducing the attendees 
and explaining the meeting’s remote nature. 
He outlined the commission’s role and the 
process for remote participation. Commission 
members provided brief introductions. Notable 
members included John Doe*, Khalil Patel*, and 
Patrice LaGrande*, each bringing substantial 
experience to the commission. The Massport,�

and FAA representatives introduced themselves, 
including Betsey Chang*, responsible for Airport 
Administration. Participants discussed the 
documents dropped in the chat, including news 
articles and Tom’s comment on Noise Policy. The 
FAA and Massport representatives shared their 
roles, and Christopher Eliot acknowledged the 
connectivity challenges faced by some Bedford 
residents. The minutes concluded, and the 
meeting was set to proceed.”�

As with any new technology� challenges abound� 
but so does oUUortunity. 9he need Kor ISACA 
UroKessionals to helU organi_ations benefit Krom AI 
while watching out Kor UitKalls has never been greater.

Reexamining Values 
and Reassessing Risk
9he increasing need to evaluate the ethical 
imUlications oK the technology we invent and use 
is Kelt by all UroKessionals. In addition to the wide 
variety oK uses across industries� the economies oK 
scale Kor AI have made the technology accessible to 
businesses oK all si_es and to educational institutions� 
whether Uublic or Urivate. ,overnments both use and 
graUUle with the latest imUlications oK AI and machine 
learning� embracing the Uotential Uower behind it 
while Keeling anxious about nation-state activities that 
could deUose or destroy other government Uowers. 
4ne thing is definite� AI will continue its Kast-Uaced 
adoUtion and become increasingly integrated into 
everyoneѣs lives.

As ISACA UroKessionals� we recogni_e that risP 
constantly changes� and continual reassessment 
is critical. 9he risP categories are broad on UurUose 

because risP managers and the business must define 
the sUecific meaning and Urioriti_e Uotential imUacts 
that need the most attention based on business 
needs� regulatory reVuirements and risP management 
best Uractices. RisP assessing AI means considering 
the Kollowing risP categories�

• ReUutational� both client imUact and the imUact on 
digital trust

• +inancial

• Regulatory� including monetary�legal Uenalties and 
regulatory monitoring reVuirements

• Security� both Uhysical and technical

• 4Uerational� including Urocess� global oUerating 
environments and end oK liKe Ulanning

• *thical� which imUacts reUutational� regulatory 
and financial

Risk Assessing AI
As with any technology� AI must be risP assessed at 
the beginning oK maOor UroOects� in advance oK any 
significant change activity and at Pey Urocess Uoints 
to establish aUUroUriate controls Kor oUerational use. 
Itѣs imUortant to note that ethical AI occurs when the 
business� risP and comUliance teams not only evaluate 
the business oUUortunity that AI brings but careKully 
consider its imUact by sitting in the shoes oK users� 
UolicymaPers and financial marPet managers. 9he 
Kollowing must be considered and sociali_ed with the 
business oUerations team on a collaborative basis�

• <hat is the financial risP and benefit oK using AI$ 
<hat is the cost to develoU the technology$ -as a 
business case addressed the cost oK time delays 
or the inability to meet user exUectations$ 4ne 
must PeeU in mind that iK the technology used is 
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It is critical Kor organi_ations to reali_e that risP is 
more than words on the Uage� esUecially with AI� 
where there are oKten comUeting risP to consider and 
discuss with the business oUerations team. 9here 
simUly is not enough time to do everything. Audit and 
+14) teams need to be aligned with the business to 
be most eKKective and thereKore must also include 
both AI and human monitoring in their own audit and 
insUection Urocesses. 

Can ISACA Professionals 
Futureproof AI?
9he reality is that ISACA UroKessionals are the best 
deKense against technology misuse. As we embrace 
AI ourselves� we are Uoised to become trusted 
advisors in a world that is inevitably intertwined with 
raUidly advancing technology. Be UreUared to be 
ama_ed by the Uossibilities oK AI� and get excited to 
lead others in a trustworthy digital revolution. 

Endnotes
1 9he Matrix trilogy reKers to the first three Matrix 

movies which are The Matrix (1999), The Matrix 
Reloaded (2003) and The Matrix Revolutions (2003).

2 1ee� 0.-+.  AI Superpowers: China, Silicon Valley� 
and the New World Order� -oughton MiKܫin 
-arcourt� :SA� ����

3 ChristoUher *liot serves as chairUerson on 
the -anscom +ield Advisory Commission. -is 
bacPground includes soKtware engineering� in 
addition to his extensive research on aviation 
oUerations. 9he -+AC� established under the 
-anscom +ield Master 5lan� Urovides continued 
communication between the communities 
surrounding -anscom +ield in Massachusetts� 
:SA� and the Massachusetts 5ort Authority.

4 9he Massachusetts 5ort Authority� 
MassUort�� 
oUerates Massachusettsѣ 1ogan AirUort� 
-anscom +ield AirUort and <orcester Regional 
AirUort Kor aviation oUerations. MassUort also 
runs Uort oUerations in Boston -arbor and holds 
various UroUerties along the waterKront.

5 9he asterisPed names have been changed Krom 
the names oK the actual individuals involved. 

not innovative enough� it may mean diminished 
comUetitive advantage and loss oK marPet share. 
AI is now so ubiVuitous that it has become risPy Kor 
an enterUrise not to use it in some Korm. +inancial 
Uositives and negatives must both be examined 
and assessed.

• Regulatory risP is acPnowledged by many as the 
minimum set oK comUliance reVuirements Kor 
an organi_ation� esUecially Kor AI� which has Kar 
exceeded the Uace oK Uolicy. As governments 
consider AI Uolicy to ensure saKe and eVuitable use� 
organi_ations oKten find they cannot wait Kor Uolicy 
to be created and instead must assess the risP oK 
Uenalties and the cost oK government monitoring 
based on their own best business Uractices. 

• Security is the risP that touches all risP categories. 
Several examUles come to mind that comUel 
business leaders to accelerate a secure KrameworP 
Kor AI� whether guaranteeing saKe automobile 
automation� ensuring accurate disease diagnoses 
or simUly Uroducing verifiable inKormation� as in the 
case oK the -+AC.   

• ReUutational risP tyUically leads to financial 
imUlications and can be the most diKficult risP to 
overcome once breached. )igital trust is earned 
based on reliability and UerKormance Kactors� which 
are hard to reUair in the minds oK users when they 
are not maintained and uUheld.

Monitoring and Oversight: Turning 
Controls Over to the First Line of 
Defense and Audit Teams
:ltimately� it is uU to those designing and utili_ing 
AI tools to ensure that AI brings value to users� 
communities and organi_ations in an eVuitable way 
while Uroviding reasonable returns Kor the business 
staPeholders. 9his is best accomUlished when the 
risP and audit teams collaborate with the business 
owners at the initiation oK the UroOect risP evaluation. 
9he first line oK deKense 
+14)� and audit teams 
need to understand and weigh in on the UroOect risP 
assessment and oUerational Urocess to develoU 
eKKective controls. 9he teams need to evaluate the Pey 
testing criteria oK accuracy� aUUrovals� timeliness and 
oUerational eKKectiveness. 

LOOKING FOR
MORE? 

• 1earn more about� 
discuss and collaborate 
on audit and risP in 
ISACAѣs 4nline +orums.
https://engage.isaca.org/
onlineforums




