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A Collaborative A roach 
to Assessing AI Ris

Artificial intelligence AI  is all the bu  not 
that it s new. or is AI a uturistic conce t  
as anyone will ac nowledge rom using 

oogle search  Ama on Music  smart hone 
S a lications and redictive texting  to name a ew 

common uses where machine learning ma es li e more 
convenient. owever  recent develo ments in generative 
AI have called into uestion the benefits versus ris  o  
the technology. hese emerging technologies recon ure 
the mystery and ear o ulari ed by he Matrix trilogy1

where technology reigned su reme and evil  machines 
were oised to ta e over the world. Are we beyond 
good versus evil  Is it ossible or AI to solve what 
humans cannot solve e ficiently  Can AI roduce aster 
medical discoveries and save lives  ill AI continue 
to di erentiate manu acturing rocesses with greater 
e ficiency and uality  Is there a greater learning 

otential or students to use AI when it is welcomed into 
the classroom  r will we all to the hunger o  success  
as noted by AI ex ert ai- u ee  ill we find ine uities 
created by com eting business interests  ower-
grabbing countries and increasingly so histicated 
cybercriminals as technologists and olicyma ers ali e 
struggle to ee  u  with the ace o  innovation

Practically Speaking, We Need AI
ne thing is certain  AI is not sto ing while we 
onder these uestions. here are many exam les o  

organi ations testing the waters or um ing right in 
and o erationali ing AI a s into their environments. I 
did not ex ect that AI would come u  when I attended 
the monthly anscom ield Advisory Commission 

AC  meeting  but it did. he Chair  Christo her 
liot  noted that a grant o  S  had been 

obtained. Various ro osals on how to use the money 
were discussed  but one that stuc  was on ta ing 
meeting notes. 

Although the AC member communities are 
very engaged and have been since the s  time 
is at a remium. a ing and ublishing meeting 
notes in a timely manner is central to building the 
organi ation s resence and establishing trust within 
the communities re resented. o this end  AI may 
become the technological enabler that gives recious 
time bac  to volunteers who must handle a number 
o  riorities to ulfill their state mandate. I s o e with 
Christo her liot about the ros ect o  using AI to 
fill this need. es ite the recent surge in excitement 
around AI  challenges remain. liot noted that uality 
o  AI-generated transcri ts can vary rom system 
to system  and some AI business models allow only 
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consulting business  Baxter oined MCAC  which advocates on behal  o  
communities im acted by the S State o  Massachusetts ort Authority 
aviation and ort o erations. She a lies her ex ertise to website redesign  
dra ting vendor re uests or ro osals R s  u dating bylaws and 

roviding regulatory su ort to the MCAC board. In her s are time  Baxter 
serves as com liance and o erations o ficer or the ISACA® ew ngland 
Cha ter Maine  Massachusetts  ew am shire and Vermont  SA  and 
volunteers on the antuc et ightshi .

IS  AUDIT  IN  PRACTICEIS  AUDIT  IN  PRACTICE

It’s important to note that 
ethical AI occurs when the 
business, risk and compliance 
teams not only evaluate the 
business opportunity that AI 
brings but carefully consider its 
impact by sitting in the shoes 
of users, policymakers and 
financial market managers. 
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limited use o  a tool be ore ayment is re uired. hat 
said  liot sees otential in using AI in this manner

I used a small part of the transcript and asked 
ChatGPT to summarize in 30 lines or less. Here 
is what it said: “The Hanscom Field Advisory 
Commission Meeting, held virtually, commenced 
with Christopher Eliot introducing the attendees 
and explaining the meeting’s remote nature. 
He outlined the commission’s role and the 
process for remote participation. Commission 
members provided brief introductions. Notable 
members included John Doe*, Khalil Patel*, and 
Patrice LaGrande*, each bringing substantial 
experience to the commission. The Massport,
and FAA representatives introduced themselves, 
including Betsey Chang*, responsible for Airport 
Administration. Participants discussed the 
documents dropped in the chat, including news 
articles and Tom’s comment on Noise Policy. The 
FAA and Massport representatives shared their 
roles, and Christopher Eliot acknowledged the 
connectivity challenges faced by some Bedford 
residents. The minutes concluded, and the 
meeting was set to proceed.”

As with any new technology  challenges abound  
but so does o ortunity. he need or ISACA 

ro essionals to hel  organi ations benefit rom AI 
while watching out or it alls has never been greater.

Reexamining Values 
and Reassessing Risk

he increasing need to evaluate the ethical 
im lications o  the technology we invent and use 
is elt by all ro essionals. In addition to the wide 
variety o  uses across industries  the economies o  
scale or AI have made the technology accessible to 
businesses o  all si es and to educational institutions  
whether ublic or rivate. overnments both use and 
gra le with the latest im lications o  AI and machine 
learning  embracing the otential ower behind it 
while eeling anxious about nation-state activities that 
could de ose or destroy other government owers. 

ne thing is definite  AI will continue its ast- aced 
ado tion and become increasingly integrated into 
everyone s lives.

As ISACA ro essionals  we recogni e that ris  
constantly changes  and continual reassessment 
is critical. he ris  categories are broad on ur ose 

because ris  managers and the business must define 
the s ecific meaning and rioriti e otential im acts 
that need the most attention based on business 
needs  regulatory re uirements and ris  management 
best ractices. Ris  assessing AI means considering 
the ollowing ris  categories

• Re utational  both client im act and the im act on 
digital trust

• inancial

• Regulatory  including monetary legal enalties and 
regulatory monitoring re uirements

• Security  both hysical and technical

• erational  including rocess  global o erating 
environments and end o  li e lanning

• thical  which im acts re utational  regulatory 
and financial

Risk Assessing AI
As with any technology  AI must be ris  assessed at 
the beginning o  ma or ro ects  in advance o  any 
significant change activity and at ey rocess oints 
to establish a ro riate controls or o erational use. 
It s im ortant to note that ethical AI occurs when the 
business  ris  and com liance teams not only evaluate 
the business o ortunity that AI brings but care ully 
consider its im act by sitting in the shoes o  users  

olicyma ers and financial mar et managers. he 
ollowing must be considered and sociali ed with the 

business o erations team on a collaborative basis

• hat is the financial ris  and benefit o  using AI  
hat is the cost to develo  the technology  as a 

business case addressed the cost o  time delays 
or the inability to meet user ex ectations  ne 
must ee  in mind that i  the technology used is 
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It is critical or organi ations to reali e that ris  is 
more than words on the age  es ecially with AI  
where there are o ten com eting ris  to consider and 
discuss with the business o erations team. here 
sim ly is not enough time to do everything. Audit and 

 teams need to be aligned with the business to 
be most e ective and there ore must also include 
both AI and human monitoring in their own audit and 
ins ection rocesses. 

Can ISACA Professionals 
Futureproof AI?

he reality is that ISACA ro essionals are the best 
de ense against technology misuse. As we embrace 
AI ourselves  we are oised to become trusted 
advisors in a world that is inevitably intertwined with 
ra idly advancing technology. Be re ared to be 
ama ed by the ossibilities o  AI  and get excited to 
lead others in a trustworthy digital revolution. 

Endnotes
1 he Matrix trilogy re ers to the first three Matrix 

movies which are The Matrix (1999), The Matrix 
Reloaded (2003) and The Matrix Revolutions (2003).

2 ee  .- .  AI Superpowers: China, Silicon Valley  
and the New World Order  oughton Mi in 

arcourt  SA  
3 Christo her liot serves as chair erson on 

the anscom ield Advisory Commission. is 
bac ground includes so tware engineering  in 
addition to his extensive research on aviation 
o erations. he AC  established under the 

anscom ield Master lan  rovides continued 
communication between the communities 
surrounding anscom ield in Massachusetts  

SA  and the Massachusetts ort Authority.
4 he Massachusetts ort Authority  Mass ort  

o erates Massachusetts  ogan Air ort  
anscom ield Air ort and orcester Regional 

Air ort or aviation o erations. Mass ort also 
runs ort o erations in Boston arbor and holds 
various ro erties along the water ront.

5 he asteris ed names have been changed rom 
the names o  the actual individuals involved. 

not innovative enough  it may mean diminished 
com etitive advantage and loss o  mar et share. 
AI is now so ubi uitous that it has become ris y or 
an enter rise not to use it in some orm. inancial 

ositives and negatives must both be examined 
and assessed.

• Regulatory ris  is ac nowledged by many as the 
minimum set o  com liance re uirements or 
an organi ation  es ecially or AI  which has ar 
exceeded the ace o  olicy. As governments 
consider AI olicy to ensure sa e and e uitable use  
organi ations o ten find they cannot wait or olicy 
to be created and instead must assess the ris  o  

enalties and the cost o  government monitoring 
based on their own best business ractices. 

• Security is the ris  that touches all ris  categories. 
Several exam les come to mind that com el 
business leaders to accelerate a secure ramewor  
or AI  whether guaranteeing sa e automobile 

automation  ensuring accurate disease diagnoses 
or sim ly roducing verifiable in ormation  as in the 
case o  the AC.   

• Re utational ris  ty ically leads to financial 
im lications and can be the most di ficult ris  to 
overcome once breached. igital trust is earned 
based on reliability and er ormance actors  which 
are hard to re air in the minds o  users when they 
are not maintained and u held.

Monitoring and Oversight: Turning 
Controls Over to the First Line of 
Defense and Audit Teams

ltimately  it is u  to those designing and utili ing 
AI tools to ensure that AI brings value to users  
communities and organi ations in an e uitable way 
while roviding reasonable returns or the business 
sta eholders. his is best accom lished when the 
ris  and audit teams collaborate with the business 
owners at the initiation o  the ro ect ris  evaluation. 

he first line o  de ense  and audit teams 
need to understand and weigh in on the ro ect ris  
assessment and o erational rocess to develo  
e ective controls. he teams need to evaluate the ey 
testing criteria o  accuracy  a rovals  timeliness and 
o erational e ectiveness. 

LOOKING FOR
MORE? 

• earn more about  
discuss and collaborate 
on audit and ris  in 
ISACAs nline orums.
https://engage.isaca.org/
onlineforums




