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Three Lessons From 100 Years 
of Data Management

Digital data management is 60 years old,1 
yet only 3 percent of organizational data 
meets basic quality standards,2 and 
three-quarters of employees mistrust 

such data.3 Furthermore, more than 70 percent of 
employees have access to data they should not 
have,4 representing the potential for security breaches 
of catastrophic proportions. In many cases, no one 
is checking whether data are fit for the intended 
purpose, creating data-based misrepresentations that 
could compromise an enterprise’s ability to make the 
right decisions or meet its objectives or could lead to 
regulatory penalties for using data the enterprise had 
no legal right to use.  

Low levels of public trust in data practices are a 
global phenomenon caused in part by high-profile 
failures to protect personal data from abuse, giving 
rise to calls for changes in data-driven systems and 
the structures that enable them.5 One high-profile 
private-sector example of privacy abuse is the 
Facebook–Cambridge Analytica scandal, wherein 
the data of tens of millions of users were abused. 
Facebook agreed to settle the ensuing lawsuit, 
thereby avoiding the need to answer questions about 
its alleged cover-up of the data breach.6  

The public sector has not been spared from data-
driven mistrust. Only 49 percent of Britons trust 
the government to store their data. Similar levels 
of distrust have been identified in Australia and the 
United States, driven by headlines reporting the 
loss (security issues), misuse (privacy issues) and 
inaccuracy (data quality issues) of personal data.7 A 
survey in Japan found that 80 percent of people lost 
trust in the government’s economic indicators after 
faulty wage data were released. New Zealanders’ 
trust was eroded due to the low response rate to the 
2018 census.8 These problems are exacerbated in the 
public sector because trust between citizen and state 
is more complex than trust between customer and 
retailer. Most people in the United States believe the 
government withholds important information it could 
safely release to the public.9 In addition, when publicly 
funded institutions do not make data available to the 

public, it feeds distrust.10 If information is provided to 
the public in an effort to rebuild trust, it is important 
that the information be both useful to and usable by 
citizens, as in cases in Brazil, Sri Lanka and Uruguay.11 

Misinformation, disinformation and conspiracy 
theories are products of distrust, and badly behaving 
institutions enhance the attraction of these products to 
segments of the population that feel unrepresented.12 
The increase in populism is also an outcome of 
the decline in trust in the public sector.13 Ninety-
three percent of enterprises believe that collecting, 
managing, storing and analyzing data must improve,14 
confirming that major efforts are needed to address 
the global state of data management. 
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Data management by means of paper records was 
successful. For example, in the early 20th century, the 
Metropolitan Life Insurance Company accurately and 
reliably managed 10 million insurance policies with 
file cards and paper forms.19  

This success was attributable to defining terms and 
having people perform exact procedures—algorithms—
executed in analog. Commodore Grace Hopper, a 
pioneer in computer programming, subsequently 
incorporated the algorithms’ verb “perform” and noun 
“procedure” into the Common Business Oriented 
Language (COBOL) programming language many 
decades later as a way to make it accessible to 
business users. She also structured COBOL’s arithmetic 
instructions in the same way as paper-era procedures.20    

Another example of the effectiveness of paper 
database management occurred in January 1936, 
when the US Congress voted to pay bonuses promised 
to veterans of World War I. In spite of the complex 
calculations that had to be performed on paper, more 
than half of the US$1.7 billion allocation had been paid 
before the end of 1936. By comparison, the recent US 
healthcare IT rollout was less efficient.21  

Recent Data Management History
To know where data management should be headed, 
it is important to understand its past. The first human 
use of data occurred 20,000 years ago,15 but the  
focus here is on the generations of data environments 
and data problems starting in the late 19th century 
(figure 1). 

The role of the database remained largely stable 
between 1890 and 1960.16 However, increasingly 
complex data management challenges have been 
weakly addressed over time, causing an expanding 
gap between data management and data technology 
across data management generations. A data 
management generation is a combination of data 
technology and data management paradigm 
shifts. Although trust is a function of competence 
(capability and reliability) and intent (humanity and 
transparency),17 only data management competence 
is considered here.  

First Generation: Paper Records
Before computers, paper records such as forms 
and ledgers served as databases (data storage).18 
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generation tape technology as part of their storage 
architectures.34 Both IBM and Sony released new tape 
storage devices in the last five years.35 Even the cloud 
depends on tape backups.36 Although the amount of 
data being recorded is increasing by 30 to 40 percent 
per year, the capacity of hard drives is increasing at 
less than half that rate.37 Today, tape storage is more 
energy efficient and reliable than hard drives, and 
more secure because the air gap—if a tape is not 
mounted—means that its data cannot be accessed or 
modified. Tape storage costs only one-sixth of hard 
drive storage and is getting less expensive.38 

The major disadvantages of magnetic tape are the 
high initial cost of specialized equipment, susceptibility 
to physical and environmental damage, and the 
sequential (vs. random access) search mechanism.39 
The major data management challenges of the 
magnetic tape era are storage organization, storage 
costs, data validation, and the need to balance the 
costs of greater data accuracy and the costs of 
delaying the pursuit of accuracy.40  

Exploration of the privacy consequences of personal 
data collection began during the magnetic tape 
generation of data management. For example, a 
lesson plan for an introductory computer class  
asked students:

Would you want other members of the class to 
see your responses?... What should be done with 
[them]? Would you feel better if [they were] kept 
locked up by the teacher? Or would you rather 
see [them] burned? If [they were] destroyed and 
we decided later that we’d like to cross tabulate 
some results or add the results of two or three 
classes together to get a better overall average 
we wouldn’t be able to. Then what? 41

More than 45 years later, privacy problems in 
education technology persist.42  

Slower data management in the precomputer era 
was arguably more effective than data management 
today.22 In fact, 18 percent of accountants still use 
paper ledgers, continuing a legacy of accurate analog 
recordkeeping that began in the 13th century.23 

Second Generation: Punched Cards
The 1880 US census manually enumerated 50 million 
people, and it took seven years to publish the results. 
Even then, many responses remained uncounted.24 
Herman Hollerith (whose enterprise became IBM) 
was looking for a better way to compile statistical 
information for the 1890 US census and decided on 
punched cards, which originated as a technology 
in the textile industry in 1801.25 A punched card is a 
rectangular paper-based artifact through which holes 
are punched in predefined places to represent data, 
allowing a full data set to be represented by multiple 
punched cards. Using punched card technology, his 
enterprise published the census results in only  
three years, establishing its improvement over 
manual counting.26  

Punched cards transformed data from a human-
readable form to a computer-readable form. During 
the 1890 census, each card was stamped with a 
number corresponding to a family name, and an 
index maintained elsewhere. If the index was lost, 
there would be no way to search the data;27 therefore, 
disaster recovery and business continuity were 
vulnerabilities. As in the paper era, discipline and 
organization were vital data management attributes 
in the punched card era.28  

Punched cards were the last generation in which 
data took a physical form. Their use peaked in 1967, 
at 200 billion cards per year, but they had become 
technically obsolete by the mid-1980s.29 However, 
they were still used for US presidential election ballots 
as recently as 2000.30 

Third Generation: Magnetic Tape
Magnetic tape played a role in audio recordings 
starting in 1928.31 The first use of magnetic tape in 
computing occurred in 1951. Hard drives (magnetic 
discs) emerged six years later but did not become 
commonplace until the 1970s.32, 33 

Today, the demand for magnetic tape is stronger than 
ever. Amazon, Google and Microsoft all use new-

Today, tape storage is more energy efficient and 
reliable than hard drives, and more secure because 
the air gap—if a tape is not mounted—means that 
its data cannot be accessed or modified.
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transactional systems into the data warehouse, 
the [online analytical processing] OLAP cubes 
created to optimize reporting on data warehouses 
and the several layers of personalized and 
optimized data copies created—is responsible 
for creating multiple copies of data at different 
layers of the data warehouse, which creates 
unnecessary redundancies and duplication of 
data and efforts and exponentially increases the 
infrastructure and maintenance costs over time.47  

This generation identified a major problem: Data are 
often dirty (i.e., inaccurate). Dirty data can be missing 
data, incorrect data and nonstandard representations 
of the same data.48 In addition, duplicated data often 
tell different stories, compromising trust.

The height of academic interest in the data quality 
problem—defining data quality and its dimensions—
occurred in the 1990s and early 2000s.49 The  
value of clean data has only recently received  
greater attention.50 

Fifth Generation: Data Lakes 
Data lake technology originated in 2010.51 It facilitates 
trends in big data, machine-generated data, the 
cloud, and optimization for analytics and end user 
self-service. It is still maturing. The imposition of 
a schema, the inability to manage unstructured 
data and the scaling challenges of data storage in 
relational databases are gone with big data and data 
lake technology. Ironically, relational functionality was 
retrofitted onto data lake technology to serve diverse 
use cases for data not facilitated by this technology.52 
The data lake is envisioned as an end to the data silo 
problem of the previous generation.53 

However, any data can be stored in a data lake, and 
this introduces several issues, such as whether 
all stored data are needed. Having too much data 
creates unnecessary complexity and introduces 
organizational and regulatory risk factors derived 
from the storage of data regardless of their origins 
(third-party data).54 This problem leads to data  
lakes migrating from data catchalls to more  
goal-oriented storage, driving their evolution to  
data lakehouses.55  

IT research analysts have begun to declare the failure 
of data lakes.56 There have been many reports of 
costly failures of execution that turned data lakes 

Fourth Generation: Data Warehouses 
and Data Silos
The general-purpose relational database was 
developed in the 1970s when data were measured 
in human-created megabytes rather than today’s 
machine-generated exabyte streams. It is a useful 
technology but cannot fulfill operational and 
analytical needs simultaneously. In turn, Structured 
Query Language (SQL), the data definition, query, 
manipulation and control language for the database, 
was only standardized in 1986.43 

Bill Inmon, a US computer scientist and the father of 
data warehousing, advocated top-down, enterprise-
scope, normalized entities and relationships (avoiding 
redundancy) in the 1980s, while Ralph Kimball, a US 
innovator, writer, educator and an original architect of 
data warehousing, advocated bottom-up, business 
unit-scope, and denormalized fact and dimension 
tables (reducing joins) in the 1990s.44 The popularity 
of the disciplines created by these pioneers continues 
today within their specific technical scopes. 

It has been proposed that the general-purpose 
relational database, “while attempting to be a ‘one-
size-fits-all’ solution, in fact, excels at nothing.”45 
Similarly, the so-called single view of the truth is 
seldom achieved with this technology, as recent 
polls suggest that 30 percent of enterprises have six 
or more versions of the truth (data warehouses) in 
play, duplicating data, cost and effort.46 The failure to 
establish a single view of the truth introduced data-
driven operational risk, giving rise to the data silo 
problem that continues to plague data management. 

Redundancy and duplication are two of the main 
reasons for out-of-control data warehouse costs:

The sheer design of the data warehouse 
architecture—the [extract, transform, load] 
ETL processes inherent to data warehousing, 
the entire replication of the data from the 

The failure to establish a single view of the truth 
introduced data-driven operational risk, giving rise 
to the data silo problem that continues to plague 
data management.
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Data fabric aims to facilitate better data 
management, mostly by automation.67, 68 However, 
it can introduce new security risk to an enterprise, 
in spite of centralized and consistent governance 
and security processes.69, 70 Because the data fabric 
masks the physical location of distributed sources 
(in the data virtualization layer),71  the data lineage 
challenge of the previous generation has not been 
solved because data visibility is obfuscated. 

Seventh Generation: Data Mesh 
Data mesh architecture (originating in 2019) 
introduces a different approach to data governance. 
The primary differences are federated (vs. 
centralized) governance, the extent of automation 
(vs. human intervention) and the measurement of 
governance success based on data consumption 
rather than input (e.g., data tables).72 It holds much 
promise for the future of data management.  

A data mesh is centered on the creation of data 
products. Data products can be defined as groups of 
related data that serve a particular operational need 
and in which:

• Data product owners (domain owners) are 
empowered to make decisions about their data.

• Data product owners enforce those decisions by 
sharing rather than copying data.

• Data sharing across the enterprise is visible 
(transparency).73  

Furthermore, a data product must be discoverable, 
addressable, self-describing, interoperable, trustworthy 
and secure. Trustworthiness refers specifically to acting 
on regular and automated data quality checks.74  

The data mesh consists of four principles: 
domain ownership, data as a product, federated 
computational governance and self-service.75 The 
dynamics of the data mesh involve more than a 
different approach to data governance as that term 
is commonly understood by data professionals. 
The keyword is “computational,” meaning that 
data governance includes consideration of the 
computational resources of the data ecosystem.76 In 
this way, governance in the data mesh finally bridges 
the gap between data governance and IT governance.

Commodore Hopper was on to something when she 
made COBOL accessible to businesses to facilitate 

into data swamps—“large data lakes filled with raw, 
uncurated and siloed data.”57 Data management has 
become headline news in this generation, given the 
assertion that “if a data lake isn’t properly managed 
from conception, it will turn into a ‘data swamp,’ or a 
lake with low-quality, poorly cataloged data that can’t 
be easily accessed.”58 Data lakes pose significant 
challenges for data governance, data lineage and 
deficiencies in operational metadata management, 
and concerns related to privacy, security, access 
control and even storage costs.59, 60 

The onset of this generation turned the once relatively 
stable world of data management into something 
much more dynamic and volatile.61  

Sixth Generation: Data Fabrics
A data fabric aims to simplify data access and facilitate 
data consumption.62 Addressing the operational 
metadata deficiencies of the fifth generation, this 
generation (originating in concept in 201563) focuses 
on data catalogs for finding and understanding data, 
data hubs for managing lake and warehouse silos, 
and a data fabric tool set that supports the DataOps 
paradigm.64 Business or operational metadata are 
the keys to the data fabric; they provide information 
supporting the stored data, such as their meaning, how 
they are used, where they come from, their quality, who 
stewards the data, and their class and category. Though 
it is still maturing, the primary goal of the data fabric is 
data orchestration, which combines architecture and 
technology to facilitate the management of different 
types and sources of data onsite and in the cloud. It 
aims to ease the complexities of managing many kinds 
of data using multiple database management systems 
deployed across different platforms.65 

Data virtualization in the data fabric has changed 
the way some data are managed. However, 
nonpersistence—the fact that the data are processed 
in memory (volatile storage) rather than being stored 
or persisted (nonvolatile storage)—presents challenges 
for large, complex workloads and data integration.66 

Today’s data management 
issues have been a long time in 
the making, and they have yet  
to be fully addressed.

LOOKING FOR 
MORE? 

• Read Ensuring Privacy 
Through Effective  
Data Management. 
www.isaca.org/
ensuring-privacy- 
data-management

• Learn more about, 
discuss and collaborate 
on information and 
cybersecurity in 
ISACA’s Online Forums.  
https://engage.isaca.org/ 
onlineforums
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Group Architecture Framework (TOGAF) and The 
Zachman Framework for overall architecture, COBIT® 
and International Organization for Standardization 
(ISO)/International Electrotechnical Commission 
(IEC) 38500 for data platform, the US National 
Institute of Standards and Technology (NIST) Special 
Publication (SP) 800-53 and ISO/IEC 27000 for data 
security, the Information Technology Infrastructure 
Library (ITIL) for managing service desk issues 
(responsiveness to end user data problems is key), 
ISO 8000 for managing data quality and master 
data, ISO/IEC 11179 for managing metadata, and ISO 
31000 for risk management.

Security (including access control) and privacy are 
key disciplines in any data architecture, and there are 
many ways to stay on top of these disciplines today. 
There is thus little to no reason to ignore security and 
privacy as the bedrock of today’s data architectures. 
Yet, it still happens, in spite of, for example, data 
privacy being a talking point for at least 45 years. The 
impact of any change in data collection, data storage, 
data movement or data access should be expressed 
in security and privacy terms as part of the regular 
course of business.        

2. Data management skills are changing quickly—
Storage first emerged as a data management 
issue in the third generation, followed by data 
architecture in the fourth generation, scalable 
storage and data diversity in the fifth generation, 
metadata and interoperability in the sixth 
generation, and data products and federated 
data governance in the seventh generation. 
Data management challenges will continue to 
diversify. The last three generations emerged 
very quickly, necessitating continuous and rapid 
learning. Data management challenges cannot be 
effectively managed with an earlier generation’s 

business self-service. It has taken 60 years, but self-
service is back with the data mesh.

Three Executive Lessons About  
Data Management
Effective data management does not happen by 
accident. Today’s data management issues have 
been a long time in the making, and they have 
yet  to be fully addressed. Executive leaders, given 
their accountability to their chief executive officers, 
their presidents and, ultimately, their boards, can 
use the lessons learned from the past to ensure 
well-managed data. There are three main lessons 
regarding data management as a discipline, data 
management skills, and the data management 
fundamentals of data risk, data quality and metadata: 

1. Data management is a discipline, not something 
to be done off the side of a desk—The last 
time the word “discipline” was used in a data 
management context was during the second 
generation. This is unfortunate, as data management 
is now much more a discipline than a mere job 
description or task, especially when it is not 
supported by policies, standards, processes and 
documentation (a foundation of data governance) 
or by roles, responsibilities and accountabilities 
(another foundation of data governance) that show 
a clear segregation of duties to eliminate conflicts of 
interest. For example, the people providing access to 
sensitive data and using sensitive data must  
be different. 

There is no longer an excuse for casual data 
management, given so many standards to support 
a disciplined approach. These include The Open 

FIGURE 2
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organizational processes and data flows between 
procedures), which is the sum of business architecture, 
information architecture, application architecture, data 
architecture and IT architecture. Data elements that 
are not part of an enterprise’s core processes can 
often be de-prioritized. 

Conclusion
Over time, technological capabilities for managing 
growing data portfolios have increased, but two key 
data management capabilities have been lost that may 
be the root cause of the data challenges organizations 
currently face: the discipline and organizational 
attributes of the first and second generations of 
data management. Low levels of public trust in data 
practices and occurrences of data misuse might be 
less common if discipline and organization could be 
sustained as pillars of data management. 

Statistics on data mistrust and abuse should alert 
organizations to prioritize data quality and security as 
part of rebuilding public trust in their organizations. 
The facts that only a tiny fraction of organizational 
data meet basic quality standards and the majority 
of employees mistrust them highlights the urgent 
need for better data management practices. The 
potential for catastrophic security breaches caused 
by unauthorized access to data underscores 
the importance of implementing robust security 
protocols. All of these activities demand discipline 
and organization to be effective and sustainable.

Organizations must ensure that data are fit for their 
intended purposes and are being used legally or they 
risk damaging their reputation, losing the trust of 
their employees and customers and potentially facing 
significant financial penalties. There is no better time 
to recognize the role that data management plays 
in achieving organizational objectives and, thus, to 
invest in the necessary resources and expertise to 
manage data effectively.

techniques. If there was ever a hesitation to keep 
up with developments in the data space, its rapid 
evolution in the last decade should be inspiration 
for a change in behavior. 

Since each new generation of data management 
emerged to solve problems of the previous 
generation, being ignorant of how advances in 
data management technology can solve data 
challenges introduces data sustainability risk 
to the organization. There is no choice but to 
keep reading, be an active part of the global IT 
and data communities, and gradually introduce 
new learnings into the organization. The longer 
the delay, the more overwhelming the volume 
of information will be to absorb, and the greater 
the chance of the redundancy of an older data 
generation’s skill set (figure 2). 

3. Sustain a focus on the foundations: data quality, 
metadata and data risk management—Data 
quality and operational metadata have emerged 
as primary themes of data management in 
the interests of ensuring fit-for-purpose data. 
Therefore, it is no surprise that addressing 
metadata and data quality are foundational 
elements of full-fledged data management 
capabilities. Some primary metadata activities 
include creating a business glossary, creating a 
data catalog, classifying critical data elements and 
being able to map back to the production source 
of those critical data elements. The scope of data 
quality activities—data cleansing—is usually limited 
to an organization’s critical data elements because 
the scope of an organization’s entire asset is simply 
too big. It would also be a waste of time, given 
how much data in an organization are not used. In 
addition, the discipline of data risk management is 
instrumental to organizational resilience.77 In this 
case, the primary risk focus areas are to ensure the 
sustainability of the data asset, that the data are 
fit-for-purpose, that sensitive data are secure (least 
privilege with a clearly defined purpose), and that 
data are accessible by the people who need them.  

It is easy to be overwhelmed by growing data 
management requirements, but not all data are equally 
important, whether from a discipline perspective, a 
skills perspective or a foundational data management 
perspective. It has been estimated that only one-
quarter to two-thirds of data are actually used.78, 79, 80 
The process of identifying critical data is facilitated 
by the enterprise architecture function (which maps 

The facts that only a tiny fraction of organizational 
data meet basic quality standards and the majority 
of employees mistrust them highlights the urgent 
need for better data management practices.
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