
The Potential Impact of the European 
Commission’s Proposed AI Act on SMEs

The use of artificial intelligence (AI) 
technology has been consistently growing 
in popularity; therefore, many countries 
are designing and implementing policy 

frameworks to address the use of AI with regard 
to its ethical and security-related impacts.1 These 
frameworks can have far-reaching effects, both 
positive and negative. One example of a proposed 
framework is the European Commission Artificial 
Intelligence Act (AI Act) of 2021, which could have 
significant impacts on small and medium-sized 
enterprises (SMEs).

The Need for AI Regulation 
The use of AI has tremendous potential for 
organizations because it makes it possible to extract 
results from huge amounts of data and create 
new business models. AI will potentially increase 
economic output by US$13 trillion.2 However, 
AI can also create risk for individuals, organizations 
and society at large (figure 1).3 This includes both 
the intentional malicious use of AI by individuals, 
organizations and governments for their own 
purposes (e.g., cyberattacks, precision propaganda, 
autonomous weapons)4 and unintentional damage 
due to sophisticated software delivering unwanted 
outcomes (e.g., social media algorithms pointing to 
increasingly extreme content to keep consumers 
engaged).5 As a result, AI can influence human 
behavior, make discriminating decisions, damage 
financial systems and promote political instability. 

Proposed AI Act 
To cope with these challenges and to minimize 
AI-related threats, the European Commission has 
proposed regulations on AI use. In the proposed 
AI Act, the European Commission defines AI as 
“machine learning approaches, including supervised, 
unsupervised and reinforcement learning,” and “logic- 
and knowledge-based approaches” and “statistical 
approaches.”6 AI systems are divided into three 
groups of risk: unacceptable risk, high risk and low risk 
(figure 2). The European Commission proposes to 
prohibit unacceptable-risk algorithms; closely monitor, 
impose restrictions on and require documentation for 
high-risk algorithms; and establish significantly fewer 
requirements for low-risk algorithms.
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oversight, accuracy, robustness and cybersecurity, 
a conformity assessment, post-market monitoring 
systems, and registration with EU member-state 
governments. In addition, the European Commission 
would require high-risk algorithms to maintain 
technical documentation, including a general 
description of the AI system, its purpose and impacts, 
the processes and methods by which the system 
was developed, and all the changes the system has 
undergone during its lifetime.

Research on governance of enterprise IT (GEIT) 
has shown that “firms often perceive governance 
and management investments for their information 
and related technology as costly and complex.”8

Therefore, organizations are placed in a position of 
determining the value of implementing AI and the 
cost and complexity associated with GEIT.

Potential Financial and Competitive 
Impact for SMEs
A study to support an impact assessment of the AI 
Act estimates that AI investments will grow from 
€16 billion in 2021 to approximately €66 billion in 
2025.9 The study estimates that 17 percent of these 
investments will be needed to meet regulatory 
requirements, resulting in additional costs of €11.9 
billion in 2025, shrinking the funds available for 
research into or application of AI technologies.10  

The European Commission has also set forth 
guidance to punish individuals and enterprises that 
fail to comply with the regulations. The highest 
fines—up to €30 million or 6 percent of global 
revenue (whichever is higher)—could be imposed for 
using prohibited systems and violating regulations 
applicable to high-risk systems. Less serious 
violations could result in fines up to €20 million or 4 
percent of global revenue (whichever is higher). Even 
the use of incorrect information or the provision of 
misleading information to authorities could lead to 
fines of €10 million or 2 percent of global revenue.7

The proposed law also includes significant 
administrative requirements associated with AI 
implementation. High-risk AI systems would be 
subject to transparency requirements. These 
include risk management systems, data governance 
and management, record keeping and logging, 
transparency and user access to information, human 
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weaker market position than larger enterprises. In this 
case, the European Commission’s proposed AI Act 
might create an unfavorable environment for SMEs.

What Can Be Done?
There is no doubt that governing bodies should 
address the fundamental rights and ethical standards 
associated with AI, including discrimination and 
bias, human oversight, data protection, civil society 
involvement and societal impacts.13 At issue is how 
to ensure that organizations, especially SMEs, are not 
negatively affected.

Possible solutions may be to change the definition 
of AI. An assessment of the AI Act shows there 
are concerns from practitioners that the definition 
is too broad.14 This may create situations in which 
organizations may have to limit their use, governance 
or range of potential AI-related activities. In contrast, 
the same assessment shows that academics and 
nongovernmental organizations think the current AI 
definition is too narrow and more items should be 
added. Another concern about the current AI Act 
definition is the binary classification of high vs. low risk. 
Many feel this approach is too simplified and that a 
larger spectrum of categories may reduce some of the 
issues associated with forcing certain AI practices into 

Additional costs will arise if enterprises offer products 
or services in high-risk AI sectors. The combined costs 
of implementing and using AI may be a substantial 
problem for SMEs that have fewer resources (e.g., legal 
staff, monetary funds) than big enterprises. Based on the 
EU’s impact assessment, for a small enterprise with up 
to 100 employees or €10 million in turnover, and without 
a functioning quality management system, the initial 
costs of incorporating AI into its processes could be up 
to €400,000.11 Assuming the average profit margin of 10 
percent for SMEs, the enterprise would have negative 
profits if it implemented an AI system. 

A common way for organizations to evaluate their 
competitive advantage is to take a resource-based 
view of their organization. The resource-based model 
developed by US academic Jay Barney, Ph.D., states 
that enterprises use available resources to create 
capabilities to gain a competitive advantage.12 Figure 3
shows how SMEs implementing AI in an environment 
governed by the proposed European Commission AI 
Act could determine whether using AI would become a 
competitive advantage for their enterprise.

This model shows that SMEs with a small, or no, legal 
staff may not have the necessary resources to create 
or use AI capabilities. As a result, these enterprises 
may not build a competitive advantage and will have a 
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with larger enterprises through the effective use of 
technology may be undone by government regulations 
that favor larger enterprises with more resources. 

Conclusion
AI is an emerging technology that has demonstrated 
substantial benefits. It can make enterprises more 
effective and efficient, increase sales and decrease 
costs. However, like most new technologies, there 
are still many unknowns, and the world has yet to 
deal effectively with the legal, ethical and political 
components of AI. 

The resource-based model indicates that AI regulation 
will affect the environment and alter the relationship 
between competitive advantage and output. Research 
estimates the cost of compliance with the AI Act will be 
between €1.6 billion and €3.3 billion and the certification 
process for AI products will increase development 
costs by 10 percent to 14 percent.17 Funding AI 
implementation and paying for government compliance 
may therefore erase the benefits of AI use for some 
organizations. The resource-based model shows that 
large organizations that have more financial resources 
may be able to absorb the costs of compliance and 
application certification to take advantage of the 
AI benefits and further increase their competitive 
advantage. However, SMEs may not have the resources 
to comply with the regulations and may lose any 
competitive advantage they once had.

The European Commission’s proposed AI Act is 
one example of how regulating the use of AI can 
help protect individual rights. However, the cost 
to comply with government regulations can be 
prohibitive, especially to SMEs. The balancing act is 
to find definitions and regulations that address both 
concerns simultaneously.

It is likely that some form of regulation of AI systems 
in the European Union—and many other countries—
will be implemented in the future. All enterprises, 
both inside and outside the European Union, should 
consider how such regulations might affect the way 
organizations can ethically use AI to increase their 
competitive advantages while still protecting 
individual rights. Special consideration should 
also be given to organization size and how 
government regulations may unfairly increase the 
competitive advantages of large organizations over 
smaller organizations. 

the high-risk category because they are not low risk.15

Therefore, adjusting the definition of AI may allow SMEs 
to determine the type of AI they can afford to consider.

A second useful approach for SMEs is to require 
less oversight or create offices inside governing 
organizations to ensure that compliance issues are 
being addressed.16 These offices could potentially 
help SMEs determine whether their AI choices require 
further governance and provide recommendations 
that may help them determine which AI practices 
align with their strategic goals.

Other options that my help SMEs stay compliant with 
the AI Act might come from software vendors or AI 
consulting firms that assist SMEs with considering their 
AI options and developing their AI Act compliance plans. 
This approach would add compliance costs, but SMEs 
might be able to share the expenses across enterprises 
rather than each enterprise absorbing its own costs. 

It is likely that some form of the proposed AI Act 
will become law; therefore, changes will occur for 
all organizations using AI. For larger organizations, 
changes to their existing GEIT plans will be 
necessary. This will further increase the cost and 
complexity of these plans. Similarly, SMEs operating 
in the European Union should examine emerging 
AI-related risk and determine how to address the 
broader concerns of the AI Act. In addition, software 
and consulting enterprises must determine their 
potential liability if they help SMEs implement AI. 

SMEs operating outside the European Union should 
continuously monitor what is happening in their own 
regions because many governing organizations are 
considering how to address AI concerns. These 
regulations, though well intentioned, stand to 
negatively affect the potential competitive advantage 
SMEs can gain through the use of AI. What was once 
thought of as an opportunity for SMEs to compete 

What was once thought of as an opportunity for 
SMEs to compete with larger enterprises through 
the effective use of technology may be undone 
by government regulations that favor larger 
enterprises with more resources. 
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Author’s Note
The European Parliament Committees and 
Parliament plenary are scheduled to vote on the 
draft AI Act in February and March 2023. Following 
these votes, discussions between the EU Member 
States, Parliament and the European Commission are 
expected to begin in April 2023. The final AI Act could 
be adopted by the end of 2023.
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