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A Strategic Risk-Based Approach 
to Systems Security Engineering

In the 21st century, the backbones of business, 
trade, economy and critical infrastructure 
for public- and private-sector enterprises are 
information systems and the data they store, 

process and transmit. The ubiquity associated with 
the modern computing environment, which includes 
the Internet of Things (IoT), cloud and virtualization, 
adds to the complexity of these systems. As 
technology continues to expand and new information 
systems emerge, enterprises must consider how to 
protect their information and achieve their mission 
and business objectives. 

When enterprises engineer and deploy new 
information systems, they must do so in secure ways. 
Traditionally, many enterprises used compliance-
based approaches to ensure the security of new 
systems. However, security requirements for 
information systems may differ significantly based 
on industry, geographic location, types of information 
processed, and the laws and regulations governing 
minimum compliance requirements. Therefore, 
enterprises may find that a risk-based approach 
to systems security engineering is a better way to 
address the ever-evolving threat landscape while also 
maintaining strategic alignment with business goals 
and objectives. 

Cybersecurity Risk Overview
Before an enterprise engages in a system engineering 
endeavor, it must identify and assess risk using an 
integrated approach to address security protection 
needs in emerging systems. There are many different 
kinds of risk, including business, legal, regulatory, 
financial, operational and reputational risk. These risk 
categories may have a direct or indirect connection 
to cybersecurity risk, which involves the unauthorized 
disclosure, alteration or unavailability of system 
resources or information. Cybersecurity risk is typically a 
measure of the likelihood of an adverse event occurring 
and the impact if it does.1 Identifying and assessing 
cybersecurity risk during systems engineering efforts is 
crucial, but it is meaningless without defining the context 
in which risk response decisions occur.

Prior to risk identification, enterprises should 
establish their risk capacity and risk appetite. Risk 
appetite is the allocation of risk capacity for various 
types of risk—that is, the amount of risk an enterprise 
is willing to accept in pursuit of its mission and 
business objectives.2 Enterprises that fail to define 
their risk appetite may be faced with making ad hoc, 
chaotic decisions, leading to misaligned priorities, 
responses and funds. Establishing a risk appetite 
allows risk owners to be held accountable when risk 
exceeds risk appetite.3  

Once risk appetite has been defined, enterprises 
must determine their risk tolerance (figure 1). The 
US National Institute of Standards and Technology 
(NIST) defines risk tolerance as “The level of 
risk or degree of uncertainty that is acceptable 
to organizations and is a key element of the 
organizational risk frame.”4 Adequate cybersecurity 
risk management ensures that risk is aligned with 
the enterprise’s risk appetite and tolerance levels to 
achieve cost-effectiveness.5  
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One method of identifying assets early on is to 
conduct a business impact analysis (BIA). With a BIA, 
an enterprise can document mission and business 
functions for its information system and the assets 
that support each mission and business function 
and the value of services delivered.8 The BIA provides 
direct traceability between the system’s intended 
mission and business functions and the supporting 
technical components. It can also identify potential 
adverse impacts that may result from a realized risk. 
The BIA output results in a prioritized list of mission 
and business functions and the supporting systems 
and components.9 The public sector in the United 
States relies on US Federal Information Processing 
Standard (FIPS) 199 for asset identification and 
valuation. Whereas a BIA values information based 
on availability, FIPS 199 also considers confidentiality 
and integrity. With FIPS 199, once an asset has 
been identified, it is given a provisional value, based 
on the type of information and the impact level, as 

Risk Assessment for Systems 
Engineering
Enterprises are faced with various threats that 
may seek to harm assets and operations, including 
information, information systems, facilities and 
personnel. Before risk factors can be identified, 
enterprises must identify the assets they are trying 
to protect and the value of those assets and the 
services they provide.6 This context-aware approach 
to security ensures that new systems include 
cost-effective security measures proportionate to 
asset value, probability of occurrence and potential 
magnitude of loss. There are many different 
categories of assets; however, from a cybersecurity 
perspective, assets usually consist of information 
and information systems. To be effective, asset 
identification must include relevant stakeholders 
with a solid understanding of the asset’s impact and 
protection needs.7  

 

FIGURE 1

Example Risk Appetite and Risk Tolerance Process Flow

Source: Quinn, S.; N. Ivy; M. Barrett; L. Feldman; G. Witte; R. K. Gardner; National Institute of Standards and Technology Internal Report 8286A Identifying and Estimating Cybersecurity Risk 
for Enterprise Risk Management, USA, 2021, https://nvlpubs.nist.gov/nistpubs/ir/2021/NIST.IR.8286A.pdf. Reprinted with permission.
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and elevation of privileges.16 STRIDE allows for threat 
identification relating to someone impersonating 
another’s identity (spoofing), unauthorized 
modification of information or systems (tampering), 
false claims that an individual was not responsible 
for an action (repudiation), revealing information 
to unauthorized parties (information disclosure), 
interrupting timely access to information or systems 
(denial of service), and someone being granted 
access to perform an action in which they are not 
authorized (elevation of privileges). Once threats 
have been identified, security professionals perform 
threat-risk ranking using the DREAD model.17 DREAD 
is a threat-risk ranking model that is used to calculate 
a risk score based on damage, reproducibility, 
exploitability, affected users and discoverability.18 
DREAD allows for the ranking of threats based on 
the adverse impact of the threat event (damage), the 
ease of recreating the threat event (reproducibility), 
the ease of exploitation (exploitability), the number 
of individuals that will be impacted (affected users) 
and how easy it is to find the weakness to exploit 
(discoverability). Based on the results, enterprises 
can define, plan and implement security controls to 
promote resilient, secure systems.19  

Vulnerability Identification
Traditionally, system development efforts have 
focused on functionality rather than quality or 
security.20 This approach raises concerns because 
adversaries are continually looking for exploitable 
vulnerabilities. To remain vigilant and adapt to the 
ever-evolving threat landscape, enterprises must 
identify vulnerabilities not only in information systems, 
but also in processes, procedures and people. 
During engineering efforts, both systems comprising 
commercial off-the-shelf components and those 
using custom-developed components may harbor 
known and unknown vulnerabilities.21 Vulnerabilities 
can be introduced not only intentionally by adversaries, 
but also through the supply chain. However, it is vital 

defined by NIST Special Publication (SP) 800-60. 
Impact levels and categorization provide input into 
the definition of security requirements.10 The BIA and 
FIPS 199 methods can be used in tandem to develop 
a solid baseline of assets and values.

Threat Identification
The growing number of security threats can present 
complex challenges to the engineers responsible  
for designing security measures.11 Enterprises  
must apply an engineering focus in the early phases 
of system design, rather than relying on  
technology-centric solutions to address security 
threats after system deployment. One such approach 
is threat modeling. 

Threat modeling enables system and software 
engineering professionals to compile a system’s 
threat profile by analyzing it through the lens of 
a malicious actor and then identifying potential 
cybersecurity risk factors.12 Threat models display 
threats using tree structures and/or relationships 
(figure 2).13  

These tree structures represent the attack paths 
a malicious actor would use to compromise the 
system.14 A standard method of identifying threats 
is the STRIDE model.15 STRIDE is a threat model 
that categorizes threats as spoofing, tampering, 
repudiation, information disclosure, denial of service 

FIGURE 2

Example Tree Structure

Source: Li, X.; K. He; Z. Feng; G. Xu; “Unified Threat Model for Analyzing 
and Evaluating Software Threats,” Security Communication Networks, 
vol. 7, 2014, https://doi.org/10.1002/sec.599. Reprinted with permission.
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“Enterprises should use  
a variety of vulnerability 
assessment techniques to 
identify weaknesses during 
systems engineering.”
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value and risk. A risk analysis can also determine 
how funds should be spent.26 This cost-effective 
approach to systems engineering ensures that 
systems are neither oversecured nor undersecured 
while also properly allocating time and resources 
during planning, design and implementation. The 
early integration of security into system development 
maximizes stakeholder investments and reduces the 
cost of security control implementation.27  

Selecting and Planning Risk Responses
The risk assessment results in a list of risk factors 
related to the system, processes and enterprise, 
providing input into the definition of security 
requirements. The enterprise can then rank the risk 
factors in order of criticality to prioritize funding and 
resources, concentrating on areas with the highest 
probability of threat and the greatest possible impacts. 
Risk responses should be selected based on cost-
benefit principles, taking into consideration the risk 
vs. economic trade-offs. Performing a cost-benefit 
analysis is prudent to verify that the costs of security 
implementations are not higher than the costs 
associated with a lack of security controls.28 A cost-
benefit analysis also influences the decision-making 
process regarding the appropriate risk response: 
acceptance, mitigation, transfer or avoidance. Once 
a risk response is selected, it must be prioritized. For 
example, how soon is action needed? If the enterprise 
chooses risk acceptance, no further action is required. 
But if the enterprise chooses risk avoidance, it must 
decide how abruptly to remove the affected system 
component, function or process associated with 
the risk. Incorrect prioritization of responses can, 
ultimately, lead to a reduction in business value and the 
failure of secure system deployment.29  

Once a risk response decision has been made, the 
enterprise must determine which responsible entities 
will be involved in the response. These responsible 
entities may include executives, program managers, 
engineers, suppliers, third-party vendors or insurance 
enterprises. Once responsibilities are determined, 
they must be clearly communicated. A requirements 
traceability matrix; system security plan; risk 
treatment plan; and responsible, accountable, 
consulted, informed (RACI) matrix are practical tools 
for communicating security responsibilities. 

Effective risk responses require adequate planning. 
If risk mitigation is selected, each responsible party 
must research, design and plan the security controls 

to note that many vulnerabilities introduced in the 
early phases of system development result from 
architectural and design flaws.22  

Enterprises should use a variety of vulnerability 
assessment techniques to identify weaknesses 
during systems engineering. These techniques  
include static application security testing (SAST), 
dynamic application security testing (DAST), 
vulnerability scanning and penetration testing.23 In 
addition, vulnerability detection can be performed 
via configuration scanning using automation such 
as Security Content Automation Protocol (SCAP) 
and Open Vulnerability and Assessment Language 
(OVAL).24 A plethora of guidance is available through 
resources such as the NIST National Vulnerability 
Database (NVD), MITRE Common Vulnerabilities 
and Exposures (CVE) and Common Weaknesses 
Enumeration (CWE), and the Open Web Application 
Security Project (OWASP). Enterprises should 
exercise caution when relying solely on the Common 
Vulnerability Scoring System (CVSS) because 
predisposing conditions may increase or decrease 
vulnerability. These predisposing conditions may 
include information-related, technical, environmental 
or operational conditions.25  

Risk Determination
After identifying threats and vulnerabilities, the next 
step is to determine the likelihood of an adverse event 
occurring and the potential impact on the enterprise. 
Enterprises should ask: 

• Are there threats? 

• What are their capabilities? 

• What is their intent? 

• Will there be an impact? 

An adequate risk analysis is crucial to ensure that 
the appropriate levels of security are integrated into 
system requirements, commensurate with asset 

“Once security controls have 
been designed, they should be 
implemented in accordance with 
the planned risk responses.”
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that the system meets specified requirements and 
achieves mission and business objectives while 
staying within the degree of risk tolerance.34 Security 
testing may include a combination of assessment 
procedures, using both automated mechanisms and 
manual inspections. The depth and rigor of security 
testing should be based on security assurance 
requirements set forth by the enterprise.35 The results 
of security testing should provide evidence of the 
effectiveness of security controls.

Conclusion
Once a system is deployed and enters the operation 
and maintenance phase, security cannot be ignored. 
As a system evolves throughout its life cycle, it 
must be monitored and managed to keep risk at an 
acceptable level. Enterprises should consider defining 
key risk indicators (KRI) to monitor and alert risk 
owners of emerging risk. Continuous risk monitoring 
is critical because compliance with regulations does 
not guarantee the success of security objectives.36 
When compliance is the primary driver of system 
security engineering efforts, gaps are likely to 
form between security objectives and mission and 
business objectives. Given the costs and reputational 
damage associated with cyberattacks, enterprises 
must identify cybersecurity risk and allocate security 
controls at the earliest stages of the system’s life cycle. 

Before systems engineering efforts begin, enterprises 
should develop a cybersecurity risk strategy, 
outlining the appropriate methodologies, definitions 
and approach to cybersecurity risk management 
to ensure alignment with the enterprise’s overall 
risk management strategy. Given the potential 
adverse impacts resulting from cyberthreats, a 
holistic methodology to address cybersecurity risk 
management can help enterprises standardize their 
approach to risk identification, analysis, prioritization 
and response, and align systems engineering efforts 
with strategic objectives. Enterprises that take an 
integrated approach to cybersecurity risk management 
and systems engineering are better prepared to 
develop secure, trusted and resilient systems.
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