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There should be no doubt that digital 

transformation is an organizational necessity 

performed in the interest of maintaining, sustaining 

and enhancing an enterprise’s relevance to its 

constituents. Specifically, relevance can concern 

everything from attracting customers in the private 

sector to increasing the convenience of and access 

to government services by citizens. 

While there has been a strong focus on the “digital” 

aspect of digital transformation, the conversation has 

increasingly taken a more inclusive view of the 

impact of digital transformation on an enterprise—its 

customers, operating model and business model.1 

Awareness of the extensive human risk factors extant 

in digital transformation needs to be enhanced. 

Overview of Digital Transformation 

Technologies 

Of all the emerging technologies out there, a number 

of them have been identified as being most likely to 

change the way organizations do business.2 Given the 

dynamic nature of technological development, this 

list is subject to change, but there are several 

technologies that are most relevant today. 

Drones 

Drones, or unmanned aerial vehicles (UAVs), were 

originally built for military purposes.3 They represent 

a convergence of several technologies, including 

robotics, artificial intelligence (AI) and aeronautics. 

In 2013, one reason for the high number of drone 

crashes was believed to be the variety of control 

interfaces used for piloting the vehicles, resulting in 

the creation of the American National Standards 

Institute/Human Factors and Ergonomics Society 

(ANSI/HFES) 100-2007, with the goal of 

standardizing the control interface.4 However, by 

2016, technology was cited as the major cause of 

drone crashes, specifically, the loss of signal 

between the operator and the drone.5 In a military 

context, drones are subject to human error and can 

have a negative impact on civilian life.6 

Robotics 

Robotics is also a convergence of technologies, 

including mechanical engineering, electronic 

engineering and computer science. 

The word “robot” is “derived from the Czech word 

robota, meaning serf or laborer.”7 Robots need 

robust programming to be fully productive, and at 

this point, humans are still tasked with their 

programming. In spite of the right skills and due 

diligence, human coding errors can and do occur, 

disrupting workflow and production while codes are 
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debugged, which can cost enterprises significant 

time and money.8 Improper or erroneous 

maintenance can result in a malfunctioning robot, 

which can also be costly.9 

Blockchain 

While blockchain technology has moved beyond the 

hype of 2018, there are organizations that are  

using blockchain to solve real business problems, 

such as the sustainable production of cashmere  

in Mongolia.10 

Although errors in blockchain are rare, the point of 

interface between the blockchain and other 

websites, interfaces and platforms is where human 

error can occur, and this needs to be resolved by 

deeper developer education.11 Also, it is important 

to remember that when blockchain is used as a 

database, those data are subject to the same 

human shortcomings as any other database.12 

Integration risk and software vulnerability are the 

greatest human risk factors in this technology.13 

3D Printing 

With 3D printing, three-dimensional objects are 

formed layer by layer using a wide range of 

materials, rather than being created by skilled, 

precision artisans. This technology is used in 

manufacturing, where human error is a bigger factor 

than in other sectors.14 

As with other emerging technologies, the lack of 

expertise and the software development 

requirements associated with 3D printing15 still 

present human risk associated with the technology. 

While there are still challenges with the use of 3D 

printing in healthcare,16 errors introduced due  

to human error in this sector can also have  

ethical consequences. 

Internet of Things and Industrial Internet of Things 

Faster Internet speeds with higher bandwidths have 

led to a proliferation of devices that can 

communicate with a central device or with other 

devices. This trend will accelerate with the adoption 

of 5G. Although a smartphone can be considered a 

type of Internet of Things (IoT) device with features 

such as a Global Positioning System (GPS) and a 

three-axis accelerometer, the Industrial Internet of 

Things (IIoT) explicitly involves industrial-grade, 

rugged, low-power (remote) sensors. 

Again, the human risk factors in IoT and IIoT are 

related to programming and the hardware design of 

IoT and IIoT devices themselves.17 Furthermore, these 

devices are often manufactured by robots, which 

have their own human challenges (as mentioned 

earlier), leading to a cascade of human risk factors. 

One of the greatest human risk factors, though, is 

found in cybersecurity,18 and people are recognized 

as “the weakest link in information security.”19 

AI 

Autonomous thinking machines have captured the 

human imagination for years, leading to scary stories 

about a world ruled by intelligent robots. However, 

because today’s digital society is based on software 

that is vulnerable to programming failure and 

cyberattack, this singularity—the point where AI 

exceeds human intelligence—is highly unlikely.20 

AI is programmed by humans and, that again, is 

exactly where the issues creep in to create risk. AI is 

deployed in drones, robots, IoT and IIoT devices. 

Human errors are, therefore, amplified and added to 

the errors occurring in the integrated technology. 

However, there is a more subtle risk associated with 

AI, which stems from the fact that AI is rife with 

human bias.21 Because AI needs humans to validate 

its outcomes,22 at least initially, human error can 

creep in to impact outcomes. Another issue is the 

quality of the data used to train AI systems. Based 

on experience, data quality is almost never as good 

as it needs to be. 

Augmented Reality/Virtual Reality 

In one sense, virtual reality (VR) is a digital twin of 

the reality it models. Augmented reality (AR), by 

contrast, adds to the VR experience. For example, 

Google Lens provides additional information about 

the physical reality with which one is interacting. 

“ AI IS PROGRAMMED BY HUMANS AND, THAT 
AGAIN, IS EXACTLY WHERE THE ISSUES CREEP 
IN TO CREATE RISK. ”
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Again, sensors pick up information, and its 

interpretation is determined by programming. 

Likewise, the quality of the augmentation is 

determined by the quality of the programming. If 

something observed in the physical reality is not in 

the VR “dictionary,” it might not be depicted as 

intended in the virtual rendition. So the quality of the 

AR/VR experience depends on the quality of data it 

receives by means of the relevant sensors and by 

means of the data used to create the model for the 

recognition engine, the latter of which may be 

negatively influenced by human deficiencies during 

modeling and programming. 

Next Wave Technologies on the Doorstep 

Major new technologies will continue to change the 

way business is conducted. Cloud technology is 

already here, and others such as 5G, serverless 

computing and biometrics must be considered. 

Again, each emerging technology involves human 

risk factors that are worth analyzing as part of a 

diligent digital transformation strategy.  

Human Risk Factors 

Based on the previous discussion, the common 

human risk elements in all the digital transformation 

technologies can be linked to programming, design 

and data. In other words, the same human endeavors 

that produce digital transformation technologies are 

the same ones that put them at risk. 

To extend the analysis, IT risk can be considered 

across seven subdisciplines: cybersecurity, 

resilience, vendors and third parties, projects and 

change, software development life cycle (SDLC), 

data, and compliance.23 SDLC refers to the process 

of producing software, whether agile or waterfall; it 

starts with architectural approval and concludes 

with deployment and maintenance. Each of these 

subdisciplines have human risk components: 

1. Cybersecurity—“Countering cyber threats 

requires a focus on people and behaviours, not 

just technology.”24 

2. Resilience—“Human risk is neglected in disaster 

plans.”25 

3. Vendors—Performing vendor due diligence is  

a human-intensive effort, and errors can and  

do occur. 

4. Projects—Managing change is part of a 

successful deployment and, for the most part, 

that change demands an alteration in human 

behavior to ensure desirable outcomes. 

5. SDLC—Humans assess the architectural 

implications of a new technology, design the 

programs (and devices), write the programs and, 

to a large extent, test the programs, especially in 

complex deployments. Wherever humans are 

involved, errors are bound to be made 

6. Data—Human errors in data capture, data 

transformation and data migration have been 

around for as long as the computer itself. 

7. Compliance—Many compliance requirements are 

met by a set of rules, but some are open to 

interpretation. It may be human nature for the 

interpretation to err on the side of the 

organization, rather than in terms of the spirit of 

the legislation. 

When assessing the risk related to an organization’s 

digital transformation technology, it may be 

meaningful to create a table summarizing the relevant 

risk areas and then capture the details of each cell in a 

typical risk management framework (e.g., identify, 

analyze, evaluate, control, monitor, report). Figure 1 

illustrates the human risk elements (X) at the 

intersection of the seven IT risk subdisciplines and the 

most significant digital transformation technologies 

identified earlier. The dark pink shaded cells represent 

topics discussed in text. The interpretation of these 

risk domains depends on the incremental risk profiles 

of the specific deployments of the digital 

transformation technologies. 

In figure 1, it can be noted that resilience is 

especially relevant to robotics and IoT/IIoT, given 

“ HUMAN ERRORS IN DATA 
CAPTURE, DATA 
TRANSFORMATION AND 
DATA MIGRATION HAVE BEEN 
AROUND FOR AS LONG AS 
THE COMPUTER ITSELF. ”
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how critical these technologies are to the 

manufacturing sector. There is an across-the-board 

impact in the vendors, projects, SDLC and data 

subdisciplines, especially in large organizations. In 

particular, the data category entails both a human 

input risk and an output risk—that is, the human risk 

related to analyzing, interpreting and acting upon 

the data produced by a digital transformation 

technology. In the compliance category, in addition 

to ANSI/HFES 100-2007, International Organization 

for Standardization (ISO) ISO 9000 Quality 

management is important for manufacturing in 

which robotics plays a part. 

Taking Steps to Reduce Human Error 

IT audits have traditionally focused on resources 

when considering technology risk, but from the 

preceding analysis, it is clear that the (human) 

resource implications are much more significant 

than previously thought. As a result, the goal should 

be to reduce the incidence of human error. 

There are three capabilities that can lead to a 

reduction in human error:26 

1. Detectability—The ability to identify mistakes and 

prevent them from occurring 

2. Traceability—The ability to identify the  

root cause of the mistake and institute  

corrective actions 

3. Dexterity—The ability to perform a task without 

incurring error 

Each of these capabilities can be reinforced by a 

culture that supports suitable training and 

processes. The question is whether the incremental 

costs required to implement these measures are 

considered worthwhile in the context of mitigating 

the potential costs of an error. 

Ultimately, whatever steps are taken to reduce 

human error, auditors should “maintain sufficient 

professional skepticism when reviewing 

management’s risk assessment for new systems”27 

by considering people as a driver (cause) of risk 

rather than merely reporting on its symptoms  

(e.g., “buggy” code).  

Conclusion 

Figure 1 illustrates that the human risk element is 

pervasive in digital transformation technology. It is 

present in each of the digital transformation 

technologies discussed in this article and in each of 

the subdisciplines of IT risk. The scale of human 

“ IT AUDITS HAVE 
TRADITIONALLY FOCUSED ON 
RESOURCES WHEN 
CONSIDERING TECHNOLOGY 
RISK, BUT…IT IS CLEAR THAT 
THE (HUMAN) RESOURCE 
IMPLICATIONS ARE MUCH 
MORE SIGNIFICANT THAN 
PREVIOUSLY THOUGHT. ”

Figure 1—Human Risk Elements Based on IT Risk in Digital Transformation Technologies 
Digital Transformation Technologies

Drones Robotics Blockchain
3D 

Printing
IoT and 

IIoT AI AR/VR
IT

 R
is

k 
Su

bd
is

ci
pl

in
es

Cybersecurity X
Resilience X X X
Vendors X X X X X X X
Projects X X X X X X X
SDLC X X X X X X X
Data X X X X X X X
Compliance X X



ISACA JOURNAL VOL 3 33

risk in digital transformation is expansive, 

necessitating an intense focus on people and 

behavior (culture) when striving to implement a 

successful digital transformation strategy, including 

mechanisms that explicitly focus on reducing the 

incidence of human error. 

Importantly, the cascading effect of human error 

occurring when the human risk in one technology 

(e.g., AI) is introduced into another technology that 

has its own human risk elements (e.g., drones) 

means that risk management becomes more 

complex. Urgent measures are needed to ensure 

the sustainability of not only the new technology, 

but also of the organization deploying the new 

technology and to guarantee the success of the 

digital transformation strategy. 

Given the scale of the human risk elements 

identified in digital transformation technology, it 

should be obvious that merely performing some 

quick “change management” intervention after 

deployment will be insufficient (part of the 

“Projects” row in figure 1). The human factor is 

present in almost every element of digital 

transformation, meaning that special, extended 

attention is needed to mitigate the associated risk 

and, ultimately, to ensure the success and 

sustainability of the digital transformation initiative. 
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