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While IT risk management driven by 
standards/frameworks such as the International 
Organization for Standardization (ISO)/International 
Electrotechnical Commission (IEC) ISO/IEC 
27001:2005 Information technology—Security 
techniques—Information security management 
systems—Requirements,1 British Standard (BS) 
7799-3 (2006) and ISACA’s Risk IT (2009) have been 
around for more than a decade, in reality, IT risk 
management can trace its roots back to the very 

reason for the establishment of ISACA® 50 years 
ago. More recently, the advent of regulatory risk 
data reporting regulations such as Basel’s 
BCBS2392 and the US Dodd-Frank Wall Street 
Reform and Consumer Protection Act (through 
Dodd Frank Annual Stress Testing [DFAST] and the 
Comprehensive Capital Analysis and Review 
[CCAR])—both introduced this decade and both 
outcomes of the financial crisis of 20083, 4—have 
shone light on data risk. Indeed, BCBS239 requires 
that the controls around key bank data should be as 
rigorous as those applied to accounting data.5 

These regulations formalized data control for risk 
data in terms of data quality (accuracy, integrity, 
completeness, timeliness) initially only for Globally 
Systemically Important Banks (GSIBs), with the goal 
of controlling data risk. The regulations also 
introduced requirements for metadata and the 
articulation of enterprise roles and responsibilities 
for key enterprise data.6 

While these data controls help protect the stability 
of the global financial system, as a whole, data 
controls determine the extent to which data are fit 
for purpose for applications of data such as 
reporting and analytics, and also for contemporary 
applications of data such as in artificial intelligence 
(AI) and machine learning (ML), because poor or 
biased data are a primary risk to quality AI 
outcomes.7 While these applications depend on 
quality, unbiased data to provide reliable outcomes, 
there is little that provides assurance to the end 
user of the quality of the inputs into the algorithms 
that produce the outcomes. Perhaps there is a 
means to close that gap. 

Data Audits as a Response to the Trust 
Gap in AI 
The trust gap is unfortunate. Indeed, the matter of 
trust in AI is highly topical, not only in business,8, 9, 10 
but also in government.11, 12,13 With headlines such as 
“If Your Data Is Bad, Your Machine Learning Tools Are 
Useless,”14 and “Data Quality and Artificial 
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Intelligence—Mitigating Bias and Error to Protect 
Fundamental Rights,”15 it is clear that the fitness of 
data for emerging technologies such as AI and ML is 
in the spotlight, adding to the already global laser 
focus on the ethical uses of these technologies.16, 17, 18 

Fortunately, data audits can help close this gap by 
helping provide end users assurance about the 
quality of the outcomes from those technologies, 
thus helping improve the reliability of those 
outcomes for decision-making (figure 1).   

Key Concepts 
For the practitioner, governance instruments such 
as audits can be better understood when their 
activities are contextualized in terms of the 
subject’s problem statements. In this respect, the 
following ideas are important for understanding the 
context and structure of a data audit. 

Data Fit for Purpose 
Data are fit for purpose when they are in a state 
sufficient to perform the role expected of them. For 
example, the data in a bank statement are expected 
to be flawless; they must present an accurate 
record of the inflows and outflows of cash into  
an account. If they do not, then the data are not fit 
for purpose. 

Just like a financial audit, a data audit reconciles 
back to source systems. In so doing, it provides 
assurance that data underlying, for example, the 
bank statement are fit for purpose.  

The “human bias, generalizability, conflicts of 
interest, politics, and prejudice” implicit in data,19 

however, already begin to beg the question of 
whether data are fit for purpose for AI. 

Data as a Risk 
If data are not fit for purpose, they expose an 
organization/individual to risk as soon as a decision 
is based on them. Given the attention paid to the 
role of emerging technologies in the future, there is 
little attention paid to the requirement for quality 
input data. Is this oversight perhaps the source of 
another ethical dilemma that could negatively affect 
humans when AI becomes ubiquitous? 

If risk can be defined informally as the difference 
between the expected outcome of an event and its 
actual outcome, and if a bank statement reflects a 
financial position different to the actual position, the 
deviant outcome has incurred risk for the 
organization—a gap that could be closed by 
instituting sustainable controls. Because poor data 
incur risk, data risk needs to be managed in the 
same way recommended for any risk (by the 
process of identifying, assessing, controlling and 
monitoring it), with the goal of increasing the 
transparency of the quality of the input data.20 

Figure 1—Inputs Into Reporting, Analytics, AI and ML Procedures
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In an AI context, the kinds of data risk that should 
be considered include errors of representation (data 
that “do not well cover the population they should 
cover”) and errors of measurement (“data that do 
not measure what they intend to measure”).21 Also, 
the kinds of questions that should be asked 
concern metadata that often do not readily and 
accessibly exist in practice, such as metadata about 
the source of the data, the coverage of the data, the 
nature of the missing data, the time frame 
applicable to the data and the geography in which 
the data were collected.22 Coupled with bias, these 
ultimately need to be mitigated in the interests of 
“protecting fundamental rights” when pursuing AI.23 

Risk: Data Statics 
Data attributes such as quality, most business and 
technical metadata, security, and privacy say 
something about a data element at a point in time. 
They can be called “statics.” The relationship 
between statics such as quality and AI is 
symbiotic.24 The higher the quality of data, the 
higher the quality of (human and) AI. The better the 
AI, the greater the demand for quality data. 

It is easiest to perform static data audits, because 
data either do or do not meet a specific quality 
control. These audits, however, need the enterprise 
to have defined its most important data (it is not 
feasible in large organizations to audit all the 
organization’s data) and the thresholds (controls) of 
the various measures of quality for those data. 

From a static audit perspective, the organization 
needs to identify the data elements that are critical 
to the organization and define quality measures and 
thresholds applicable to these. Given this, the 
auditor would then: 

Determine whether the portfolio of critical data •
elements is reasonable 

Determine the extent to which each data element •
met or exceeded the defined threshold 

Determine whether controls were established •
and exercised in cases where the threshold was 
not met and controls were deemed necessary to 
mitigate risk in a given time frame 

Risk: Data Flows 
Data elements such as data lineage and data 
transport validation (DTV) are flow attributes 
associated with the data extract-transfer-load (ETL) 
processes. (Lineage is a type of technical metadata; 
it provides information on where the data come 
from and the path they took to get there.) 

Lineage plots the path of data as they move, by ETL, 
from their source all the way downstream, often 
over many hops, to their destination. While there are 
many traditional tests for the success of individual 
ETLs—unfortunately, the most popular of which 
seems to be the ubiquitous, but rudimentary, row-
count test—DTV specifically measures lineage 
quality (i.e., the extent to which data maintain their 
original value as they flow from source to target 
systems across ETLs). While many measures of 
ETL performance are statics, both lineage and DTV 
tell something about a data element over time. They 
can be called “flows.” 

Data lineage is key to effective AI in areas such as 
neural networks, natural language processing 
(NLP), ML and deep learning.25 For AI to be 
effective, it needs the data feeding its algorithms 
and models to be well-understood, and data lineage 
is a key part of creating that understanding.26 

Given the importance of lineage in AI, the role of 
lineage in creating quality AI outcomes is enhanced 
by DTV. Data in the organization’s operational 
systems—at source—is the purest form of the 
organization’s data, whether they are of good or bad 
quality. It is an unadulterated reflection on 
everything that is right and wrong with the 
organization’s data discipline. 

THE CHALLENGE FOR THE DATA 
AUDITOR IS TO SEEK EVIDENCE THAT THE 
DATA IN A DOWNSTREAM SYSTEM REMAIN 
AN ACCURATE REFLECTION OF THE DATA AT 
SOURCE.
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The challenge for the data auditor is to seek evidence 
that the data in a downstream system remain an 
accurate reflection of the data at source. An audit 
volume challenge exists both in the number of paths 
data can take as they move downstream and in how 
many hops they take between databases. So, a 
sampling strategy might be needed as with other 
audits. Types of DTV include: 

Delta ETL testing (testing the quality of •
incremental data loads) 

Data transformation tests •
Data derivation tests •
Technical metadata tests (e.g., tests for the •
maintenance of data types, lengths, precision) 

While DTV is ideally performed at the column level, in 
practice, it is more often performed at the table level 
given the effort involved in performing DTV for every 
critical data element, potentially more than hundreds 
of hops each in the world’s largest banks.27  

From an audit perspective, flow audits are more 
difficult than static audits, and they are made even 
more complex given that data may have undergone 
transformations or even been used to derive new 
data during their source to target flows (figure 2). 
Some examples include: 

Transformation—The male/female flags in •
legacy systems were often recorded as 0/1, 
respectively. Many are transformed into M/F or 
even male/female, respectively, to make them 
more meaningful to humans. 

Derivation—A system may store a customer’s •
date of birth, but often a customer’s age is 
required, so it is calculated and sometimes 
stored in a downstream table. 

Mass flows—Application upgrades involve •
flowing data from the old system to the new 
system. Poor data migration is a major cause of 
the poor performance or even the failure of a 
new system. Much of this is driven by, for 
example, poor data quality,28 poor business 
(semantic) metadata and/or poor subject matter 
expertise,29 and matter generally unaddressed in 
AI deployments. 

It should be noted that while static audits provide a 
single layer of insight, they can be converted into 

Figure 2—Simplified Examples of the Paths Data Can Take From Source to Target
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their role in serving as critical input into the quality 
of data-driven decision-making and even 
autonomous decision-making via AI is impactful. 

Various concepts introduced herein—such as data 
fit for purpose and data as a risk, and the difference 
between static and flow measures of data quality—
highlight the contemporary social need to improve 
trust in applications such as AI and emphasize  
that data audits could play a meaningful role in 
building this trust. However, this discussion does 
not consider processing algorithm quality,  
AI or otherwise. 

ISACA JOURNAL VOL 634

flows by plotting their performance over time 
(figure 3). In figure 3, while the third quarter (Q3) 
2019 completeness measure for data element 
“addr_state” may be above a threshold (a pass mark 
in a static analysis), it should be noted that the flow 
analysis shows that the measure has started to dip, 
which creates a situation that may need 
management attention. 

Getting the Most Benefit From the Interview Stage 
of the Audit 
A simple question and answer session can easily 
provide a high-level view of the major static and 
flow attributes of the required data (figure 4). 

Like most other audits, incredible insights can be 
gained at the interview stage, provided good 
questions are asked. It does not take much 
additional effort to see how deeper answers can be 
gained by examining the static or flow measures 
(column 3 in figure 4) relevant to the question. 

Conclusion 
As discussed, it is important to outline how data 
audits could help build trust in AI. The role data 
regulations have had on increasing organizational 
data discipline, especially in financial services, and 

Figure 3—Adding a Flow Context to Static Measures
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Figure 4—Examples of Questions That Help Identify Data Risk
Question Type Attribute Examples of Associated Questions

Who? Static  
(point in time)

Data stewardship Who in the organization understands the data element 
best, and what is this person’s role in this?

What? Static Metadata What is the nature of the data dictionary used to 
describe the data? Does it exist at all, is it superficial, 
and where it exists, is it current? What is its relationship 
between data elements (conceptual architecture)?

When? Static Data operations  
(data life cycle management)

When are the data available? When are they created, 
updated and/or deleted? What are the dependencies on 
these times?

Where? Flow  
(across time) 

Lineage Where do the data originate and what is their route to 
their current location? What assurance is there that 
the data have not been wittingly or unwittingly altered 
before they reached their destination?

Why? Static Metadata/conceptual  
data model

Why are the data important and, as a result, what do 
they depend on and, in turn, what depends on them?

How? Static Analytics, AI, ML,  
business intelligence (BI) 

How are the data being used? Are they used in absolute 
terms, or are they the basis for a derived (calculated) 
field? What is the quality of the associated master and 
reference data?

How much? Static Quality What are the measures of, for example, data accuracy, 
validity, completeness, uniqueness and timeliness, and 
what is the performance against these?

Data audits present strong business benefits beyond 
regulatory compliance to improving business 
operations and safeguarding data integrity.30 An 
untold story is the data audit’s potential to help build 
trust in AI—particularly from the point of view of 
validating the quality of the input data—thereby 
increasing trust in AI’s outputs. Coupled with a means 
to validate the AI mechanism (another contemporary 
challenge), data audits are the perfect complement to 
quality applications of AI. 

While a standard way to attest the AI mechanism 
will go a long way to creating trust in AI, presenting 
the pairing of a data attestation with the outcome of 
a digital transformation project involving AI to 
clients improves their ability—willingness even—to 
explore the implications of those outcomes rather 
than to debate its inputs. 

Ultimately, “[s]tarting an AI project without checking 
the data first is like building an F-1 race car without 
understanding what quality, type, specification, or 
sustainability of fuel you want to use,”31 a sure 
recipe for an untrustworthy performance. 
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