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Feature

For the past several years, a lot of research, 
writing and speaking has been focused on the 
Internet of Things (IoT) and the smart devices 
that are used within it. The technology is evolving 
faster than most can keep up with all the reports 
that are published. It is also a misnomer to keep 
referencing it as the IoT when, in progressively 
more instances, the Internet is not even involved. 
It is becoming more like the Network of All 
Things (NoAT), with more capabilities that are 
emerging for smart devices to communicate 
directly with each other in ways that go 
beyond the long-standing peer-to-peer (P2P) 
communications. And as these new technologies 
emerge, many are not being designed under any 
existing legal requirement to include security and 
privacy controls. For example, wearable fitness 
devices, home energy controllers, driverless 
and Internet-connected cars, smart watches, 
and many others seem to be designed with an 
ultimate goal of being newsworthy for how 
much data they can collect, analyze and share, 
without the auspices of virtually any regulatory 
authority to establish a minimum set of security 
and privacy controllers. Establishing security and 
privacy requirements for these growing numbers 
of personal smart devices is needed yesterday.

With all these new smart technologies and 
devices, most of them collecting, storing and 
communicating data without any action necessary 
by the individuals using them, it becomes more 
important than ever to build security and privacy 
controls into the devices.1 While the technologies 
are new, the information security concepts that 
should be applied are not new; data security 
concepts that have been used for five to six 
decades or more can be applied within these 
gadgets, as can the comparably newer privacy 
control concepts. 

In addition to the need for the engineers 
creating smart devices to build in data security 
and privacy controls, those businesses that 
have their employees using such gadgets, and 
businesses whose employees are using their 
own such gadgets while working, also need to 
establish parameters and rules around that use. 

SMART DEVICES ARE INCREASINGLY BEING USED
How many of us are aware of any smart device 
development going on in our organizations? How 
many of us are aware of the smart devices that 
may soon be introduced within our environment 
or may already be in use? This is something 
on which all information security and privacy 
professionals and IT auditors, collectively 
referenced here as information assurance (IA) 
professionals, need to stay up to date. Here are 
just a few examples of some of the smart devices 
that have emerged over the past 15 years: 
• Mobile phones, which evolved into smart 

phones—Smart phones were introduced in 
January 2007, with the introduction of the 
iPhone.2 This was arguably the first type of 
widely used IoT device. Smart phones are now 
pervasive,3 and the reach of data accessible 
from and to them is now significantly greater 
since they have applications (apps) and/or 
global positioning systems (GPS) installed. 
Do organizations know how many of their 
employees are using smart phones while also 
performing business activities? Employees 
could be bringing significant risk to the 
organization if their mobile devices are not 
properly controlled.

• Medical devices—Interest in these devices 
gained significance in 2007 when then-US Vice 
President Dick Cheney had his doctors disable 
the wireless connection to his pacemaker 
because he feared terrorists would hack into it 
and turn it off to kill him.4 Many, and perhaps 
most, medical device manufacturers do not 
build any or, quite frankly, build negligible 
security and privacy controls into their devices.5  

• Smart meters and other smart devices within 
the smart grid—One topic that comes up 
frequently in the group discussions of the US 
National Institute of Standards and Technology 
(NIST) Smart Grid Privacy Group6 and the 
Smart Grid Interoperability Panel (SGIP)7 
(which the article’s author has led since 2009) 
is how the smart devices being introduced into 
the smart grid will impact privacy,8 particularly 
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those devices that are used by consumers and communicate 
directly with a wide number of smart device vendors 
without any regulations or industry standards.9 It is likely 
that the evolution of smart meters and smart devices in this 
space will accelerate in the coming years, bringing with it 
privacy and security issues that have not yet been imagined. 

• Wearable fitness monitoring devices—There are some 
wearables that are prescribed by health care providers10 but do 
not fall under the traditional definition of a medical device that 
is regulated in the US by the Food and Drug Administration 
(FDA). There are also increasing numbers of fitness and 
health monitoring devices sold directly to consumers to help 
them keep track of exercising and specific types of health 
data, such as blood sugar levels and heart rate. The great 
success these wearables have had with helping their users 
to lose weight11 is very seductive and leads those using them 
to become lax or nonchalant with regard to making sure 
they have appropriate security and privacy controls in place.  
Businesses are now even providing fitness monitoring devices 
to their employees to wear, with the businesses monitoring 
them to provide compensation incentives, which opens up a 
huge realm of privacy concerns.12 

• Smart home devices—These include such devices as 
Amazon’s Echo,13 home security and baby monitors,14 smart 
televisions (TVs),15 and a wide range of home environment 
controllers.16 These, too, are generally unregulated, and 
the data collected could be going to a very large number of 
third parties17 of which the users have no knowledge. And, 
as the hack of the home security monitor that occurred in 
201318 demonstrated, the need to build in security controls 
is great, and the possible privacy harms to those using the 
devices could be catastrophic, not to mention the fines and 
sanctions to the company providing the device.19 In the US, 
lawmakers are looking to adopt new laws to secure these  
gadgets.20 It is important for readers to know whether their 
countries are also considering such laws. 

• Smart cars—Having computers perform various functions in 
cars is nothing new; the first computers were put into cars in 
the late 1970s to provide some engine controls.21 However, 
beginning around 1995, it became common for cars to have 
a controller area network (CAN) to connect with and gather 
data from various types of sensors about different areas and 
parts of the car using wires and software protocols known 
collectively as the CANbus.22 Today, microcomputers control 

a wide range of functions within automobiles such as braking, 
air bags, the horn, the locks and the ignition. They also track 
such things as location of the vehicle using GPS, the inflation 
of tires using sensors, the speed of the car at any given time 
and the path that is driven. These computers are wirelessly 
connected to more third parties than most drivers realize:  
Internet services providers (ISPs) enabling in-vehicle Internet 
access; OnStar and similar services that support emergency 
help; and, increasingly, auto insurance companies, individual 
US state transportation agencies, social media sites and a wide 
range of others.23 And now there are confirmed instances of 

being able to hack into 
automobiles, such as when 
hackers demonstrated 
that they could take over 
a Jeep Cherokee, changing 
the cooling settings, the 
heating of the seats, the 
radio, the windshield 

wipers and disabling the accelerator.24 US senators reacted 
quickly, proposing new legislation on the same day the news 
broke that would require the US National Highway Traffic 
Safety Administration (NHTSA) to set standards to ensure 
that all wireless access points of a vehicle are secured and built 
with technology to detect and stop a hack in real time. The 
proposed legislation also includes rules to force car companies 
to make customers aware of the data collected about them 
and their use of the car.25 IA professionals need to stay on top 
of this to ensure that the automobiles they use for work have 
such connectivity appropriately secured.

SMART DEVICE MANUFACTURERS ARE NOT BUILDING IN SECURITY
Many of the hundreds of clients of information security and 
privacy services are start-ups, or small to mid-size technology 
companies, and many of them offer services and devices for 
the IoT. It is disappointing, and alarming in many ways, that 
most are not following long-standing systems engineering 
and programming design due diligence and testing rigor. 
One start-up technology company even explained they did 
not need change control procedures because they “use Agile 
Programming.”26 

In fact, security is typically not even considered during the 
architecting and design of IoT devices. At a discussion of the 
design of IoT devices at the 2015 US Consumer Electronics 
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Week show, a panel member stated that, “Security is not 
prevalent in the minds of the [IoT] architects.”27 But given 
that a Hewlett Packard 2014 IoT survey found that  
70 percent of IoT devices were found to have significant security 
vulnerabilities,28 this should not really be a surprise, should it?

The following discussion took place between a privacy 
professional and a medical device engineer after the engineer 
advised the privacy professional that the implantable device 
he engineered and maintains, which sustains the lives of 
hundreds of those using it, has absolutely no security controls 
built in. 

Privacy professional:  Are you not concerned that 
those using your medical device, with no access controls 
and no encryption and no antimalware, could be accessed 
inappropriately and bring harm to the patient wearing it?

Engineer:  No. The data transmission and control are using 
short-range radio frequency identification (RFID). You would 
have to be right next to the patient to even access the device.

Privacy professional:  But how is that near-vicinity  
access made?

Engineer:  Using an app. It collects the data, changes 
controls, and a bunch of other stuff to maintain the device.

Privacy professional:  How do you do maintenance on the 
devices then? Do you visit each patient? That seems time-
consuming and nearly impossible considering all the patients 
who use your device.

Engineer:  Oh, I can do that remotely. I go to a web site 
that communicates with the app to access the devices, based 
on the device number and/or patient name, depending upon 
how it is set up.

Privacy professional:  So, I could access the device if I 
could get into the web site and find a device name or number.

Engineer:  Yes, that is just what I said.
Privacy professional:  So then I would not need to be right 

next to the patient to change the controls, would I?
A long, productive discussion followed.

FALSE ARGUMENTS AGAINST SECURITY AND PRIVACY CONTROLS
There are many other false arguments that can be heard, 
in person as well as in print and online, for why IoT device 
engineers and manufacturers cannot, should not and/or will 
not build in the necessary data security controls. Some of the 
most common false arguments include:

• Nothing bad, related to security or privacy, can happen 
with the IoT device. Wrong. Oftentimes, the engineers 
and manufacturers do not consider all the access paths 
that exist to the device. They often consider only the access 
point in the device itself. Once they thoughtfully consider 
all the ways in which access can be made, they should then 
understand the ways in which bad things can happen with 
regard to security, privacy and even safety.

• Addressing security and privacy kills innovation. Wrong. 
Actually, if privacy is purposefully addressed within new 
innovations, it expands and improves innovations. It does 
not inhibit them. The public is demanding that privacy 
be protected.29 Privacy should be viewed as not just a 
differentiator or something to be done if legally required, 
but a standard requirement for any new technology or 
service involving personal data. It takes more innovation to 
create secure devices that mitigate privacy risk than it does 
to simply leave out such controls.30 

• Security is too expensive to build in. Wrong. A medical 
device manufacturer once told this author how much he 
paid for marketing:  “Somewhere in the mid-six-figures.” 
When asked how much he spent on security, he replied, “As 
little as possible. If we stay below five figures we are happy.” 
It is easy to see where his priorities lie, which is alarming 
considering an unsecured medical device can have dire 
health consequences for the patient using it.

• Privacy cannot be built in. Wrong. This is a widespread 
conundrum for IoT device engineers. And no wonder, 
considering privacy is a very fuzzy topic with a history of 
no specific actions provided for engineers to follow. This 
is changing. More instruction is being provided in various 
university31 and professional classes, such as those provided 
at ISACA® conferences.32 And more tools are being created, 
such as the upcoming ISACA® Privacy Principles and 
Program Management Guide (expected in early 2016).

• Consumers do not care about privacy. Wrong. Most people 
do care about privacy. A Pew research study reported that 
91 percent of adults surveyed care about their privacy, but 
feel as though they have no control over how their personal 
information is collected and used by companies.33 More 
consumers will be demanding that the devices they use have 
security and privacy controls built in.34 
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SMART DEVICES NEED TO HAVE SECURITY AND PRIVACY BUILT IN
IoT devices act as:
• Data collectors
• Data storage devices
• Data processors
• Data servers
• Access paths between devices

The risk associated with each device and all these different 
actions must be considered and appropriately addressed and 
mitigated.35 The storage capabilities of the tiniest microchips are 
increasing by leaps and bounds and new storage warehouses 
are being built specifically for IoT devices.36 All these data can 
provide insights into the individuals’ lives who are using the 
devices. These data need to be protected and deleted when no 
longer necessary. And the data collected should be limited to 
only what is necessary to support the purpose of the device.37 
A large portion of smart devices are controlled by apps, which 
themselves typically have a multitude of security and privacy 
vulnerabilities. According to a 2015 study, 90 percent of mobile 
banking apps are vulnerable.38 The banking industry is one of 
the most highly regulated and audited industries. If the apps 
it uses are this bad, think how much worse other apps are in 
industries with less, or no, regulation.

Additionally, the privacy harms that can result from the 
devices must also be considered and appropriately mitigated.39 

Another problem is that architects who do try to build in 
security controls are constraining themselves to consider only 
existing and past types of security controls, which often do not 
lend themselves well to IoT devices. These new and different 
types of user interfaces require new solutions for the long-
existing security concepts and risk that must be mitigated. 
For example, biometrics could be used in ways it currently is 
not. Location-based controls, which seem to have fallen out of 
favor as a viable security control in the past couple of decades, 
could also be used in a wide range of ways to provide security 
to smart devices.

Considerations for including security and privacy controls 
into IoT devices often stop at legal requirements. And 
considering there are few laws and regulations that are written 
in such a way that they would apply to IoT devices, this is 
another reason why those devices predominantly lack effective 
security and privacy controls.

The recent ISACA IoT survey40 revealed that 49 percent of 
survey participants viewed wearables and other IoT  

 
 
 
 
 
 
 
 
 
 
 
 
 
devices as security threats to the workplace, and 25 percent 
were concerned with the privacy risk associated with them. 
However, 56 percent of those responding to the survey did not 
have policies and procedures covering the use of IoT devices. 
IA professionals need to address this.

WHAT TO DO GOING FORWARD?
In January 2014, an ISACA webinar titled “Where Do You 
Draw the Creepy Line?”41 was attended by several thousand 
participants. It described the basic risk involved with  
IoT and with using big data analytics on all the data  
collected by the devices. Those basic risk factors and  
concerns are expanding.

As discussed during the webinar, actions need to be 
taken to address the risk associated with IoT. Here are some 
recommended actions:
• Look forward. Make sure someone in the organization 

is monitoring IoT developments, notices whenever a 
department or team within the business starts using them 
and when employees start bringing them into the business 
environment. One tool that should be of interest to IT 
personnel who are keeping an eye on this is Shodan, a 
search engine for IoT.42

• Look at the emerging IoT standards. There are many to 
consider, and many more in the works. Here are just a few:

	 – �Institute of Electrical and Electronics Engineers (IEEE):  
The Privacy and Security Architecture for Consumer 
Wireless Devices Working Group (COM/SDB/P1912 
WG) initiative kicked off in July 2015.43

• �Read Internet of Things:  Risk and Value Considerations.

www.isaca.org/internet-of-things

• �Learn more about, discuss and collaborate on big 
data, cybersecurity and privacy/data protection in the 
Knowledge Center.

www.isaca.org/knowledgecenter
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	 – �Open Web Application Security Project (OWASP):  
Internet of Things (IoT) Top 10 project, “designed to 
help manufacturers, developers, and consumers better 
understand the security issues associated with the 
Internet of Things, and to enable users in any context to 
make better security decisions when building, deploying, 
or assessing IoT technologies.”44

	– �NIST:  The NIST Engineering Laboratory Cyber-
Physical Systems (CPS) and Smart Grid Program 
Office is leading the Cyber-Physical Systems Public 
Working Group (CPS PWG) “to help define and shape 
key aspects of CPS to accelerate its development and 
implementation within multiple sectors of our economy.” 
Through its five subgroups, the CPS PWG is preparing a 
CPS Framework.45

• Address long-standing data security core concepts. Make 
sure change controls, access controls, and other long-time 
information security practices are implemented not only 
within the IoT devices, but also in the rules for using IoT 
devices for business and within business environments. 
Build in controls from the beginning of device design and 
planning engineering.

• Build in strong authentication. Do not simply connect 
to specific IP addresses as a method of authentication. IP 
addresses can easily be spoofed. The risk of using IP addresses 
has already been demonstrated several times, such as for 
medical devices.46 Always require default passwords to be 
changed before they are used for the first time.

• Encrypt data. Encrypt not only the wireless data 
transmissions, but also the data in storage. And, no, 
encryption does not take up that much of the IoT device 
resources to justify leaving it out.

• Log access to the IoT device. Log who accessed the device, 
what he/she did to the device and with the data, and when 
he/she did the accessing.

• Embed antimalware within the device. These smart devices 
are often more susceptible to malicious malware than other 
types of computing devices, as has been demonstrated 
by hacks into health care systems via unsecured medical 
devices using malware.47

• Protect entry points. Build in protection from port scans 
and other penetration tools.

• Keep the devices updated. Establish procedures to deploy 
firmware updates to fix discovered vulnerabilities. Yes, this 
can be accomplished.

• Secure the IoT device perimeter. This requires strongly 
securing the apps and clouds used in conjunction with  
the devices.

 • Watch third parties. Establish oversight of third parties 
used to support the IoT devices and ecosystem.48

• Consider privacy and safety harms. IoT device makers must 
start looking at how their products could cause harm to those 
using them. Determine and mitigate the potential safety and 
privacy harm to those who will be using the devices.49

• Establish IoT rules and boundaries. For those businesses 
using smart devices, and where their employees are using 
IoT devices, establish policies and procedures that clearly 
describe the boundaries within which IoT devices can be 
used.50 Organizations creating IoT devices need to create 
the rules for the necessary data security and privacy controls 
that must be built into the devices.  
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